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ABSTRACT To improve the efficiency and accuracy of the indoor multi-robot cooperative mapping,
the extraction method of overlapping regions between each local map based on the geometric features is
proposed. First, the geometric features of local maps are extracted and fitted to represent the semantic
information of the indoor building structure. Second, the attribute similarity evaluation, the topology
similarity evaluation, and the ICP evaluation are used to extract the most similar frame pair between each
local map. Third, the local map is merged by overlapping area registration to construct a global map. The
proposed method is verified in three different real-world scenarios, the experimental result shows that the
efficiency and accuracy of the cooperative mapping method are improved compared with the single-robot
mapping method and the existing cooperative mapping method.

INDEX TERMS LIDAR SLAM, cooperative mapping, similarity evaluation, map merging.

I. INTRODUCTION
With the rapid development of LIDAR technology, the simul-
taneous localization and mapping (SLAM) [1] is widely used
in the fields of unmanned driving [2] and environmental
surveying [3], [4]. The focus of SLAM is to estimate the pose
transformation and construct the map by point cloud registra-
tion, which is commonly realized by the method of iterative
closest point (ICP) [5]. Since the ICP method relies on point
cloud matching, it lacks feature information and is expensive
to compute. The LIDAR odometry and mapping (LOAM) [6]
is an optimized ICP method based on point-line and point-
plane, which estimates the LIDAR motion by matching cor-
ner points and corner lines, plane points and plane blocks.
The fusion of inertial measurement unit (IMU) [7], [8] can
improve the localization accuracy of the LIDAR in the case
of severe motion. To further reduce the computational com-
plexity of the LIDARSLAM, the point cloud features are seg-
mented based on LOAM. As well, the point cloud matching
is performed by using the segmentation information [9].

To improve the accuracy of indoor 3D mapping, geometric
features are often extracted as reliable information of loca-
tion and mapping. In [10], feature points of initial struc-
tural lines are extracted and embedded into the optimization
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models by different semantic constraints. In [11], arc/line
segments-based SLAM is presented by updating accumulated
LIDAR data with a mobile robot moving in an unknown envi-
ronment, which show the good performance in an irregular
indoor scenario. References [12] presented an approach to
SLAM using the feature-based model, which can efficiently
manage the edge feature. In [13], the two-dimensional envi-
ronment map based on geometric features information was
built by LIDAR data when amobile robot worked in an indoor
structured environment.

Those mapping methods described above are applied in
simple working scenarios with a single robot. However,
the large-scale LIDAR SLAM scenes will increase the stor-
age pressure and accumulate the pose errors [14], especially
in large indoor spaces without GNSS/INS [15]. For example,
for disaster rescue and post-disaster exploration in indoor
environments, the single-robot SLAMwill traverse the entire
scene to complete the global mapping. Therefore, it is signif-
icant to develop an efficient large-scale indoor mapping tech-
nology. The representative method to improve the accuracy of
mapping is loop detection [16]–[18]. Although loop detection
can improve the mapping accuracy, it needs to traverse the
whole scene and its computational complexity is increased,
therefore, cooperative mapping is usually adopted.

Cooperative mapping [19]–[24] refers to the application
of multiple robots to build local maps in different areas of
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the scene, then local maps are merged to build a globally
consistent map. Since the trajectories of each robot are inde-
pendent, the difficulty of cooperative mapping lies in how to
determine the pose transformation between each local map
based on the communication of the robots. In the traditional
multi-robot cooperation scheme, the path of each robot is set
in advance, in which, the pose transformation between local
maps can be obtained directly. However, pre-setting the robot
paths is over-idealized, which is difficult to be deployed in
many unknown scenarios [25]. Another scheme is to pre-
place the landmarks in the scene as the marks of the common
areas, in which the local maps are merged by the poses of the
robots in the common area. This scheme is inappropriate in
the scenes which lack of relevant equipment [26].

This paper proposes a 3D cooperative mapping method for
indoor scenarios, which is based on the geometric features
of building structures. The proposed method consists of four
steps to construct the global map. First, each robot generates
its corresponding local map by the LIDAR SLAM algorithm.
Second, the geometric features of each LIDAR frame are
identified. Third, the most similar LIDAR frame pair between
each local map is extracted according to the geometric feature
similarity. Fourth, the map transformation matrix between
each robot is optimized by the frame pairs in the vicinity of
themost similar frame pair, and the global map is constructed.

The main contribution of this paper is the second to fourth
steps of the proposed method. A novel feature description
of the geometric shape is designed, which is specifically
designed to simplify the description of building structure
features and enhance the efficiency of the method. The most
similar frame pair is extracted by the similarity evaluation
according to the geometric features to represent the over-
lapping region between each local map. The transformation
matrix is optimized by the similar frame pairs within the over-
lapping region. The proposed method not only reduces the
computational complexity of the over-lapping region extrac-
tion, but also improve the accuracy of the global map.

II. RELATED WORK
Generally, the cooperative mapping mainly focuses on the
map merging, which is divided into two categories: direct
map merging and indirect map merging [19].

The direct map merging is to directly compute the pose
transformation (PT) between each local map. In the case that
the relative locations of the robots are known, such as the
robots meet each other at a rendezvous, the PT is obtained
directly according to the relative location. References [27]
proposed a map merging framework by using the measure-
ments between each robot, in which the PT is obtained when
the robots meet each other successfully at the estimated
location. References [28] adopted the range measurement to
realize the probabilistic map merging when the robots meet
each other. The above two methods merge the local maps on
the premise that the robots could detect each other, which
is not available in all the scenes. References [29] examined
the application of multiple robots in SLAM, in which each

robot must estimate the poses of all robots in the system,
along with the positions of all pre-placed landmarks. In [30],
the cameras are adopted to compute the PT by matching the
visual objects. As the same visual objects are recognized,
their relative locations and orientations are estimated by each
robot and used to compute the PT. The direct map merging
methods depend heavily on the quality of the sensors and are
difficult to be deployed in the real-world scene.

The indirect map merging is to compute the PT by extract-
ing and matching the common area of each local map.
References [31] proposed that the local maps are merged with
small overlapping areas in relation to the global map based
on the maximal empty rectangles. References [32] proposed
an approach for the map merging, which can simultane-
ously merge multi-robot grid maps at different resolutions.
References [33] proposed a matching algorithm for the out-
door mapping, in which the GPS location is used as the
rendezvous indication and the further extraction of common
areas are performed based on the LIDAR. In [34], the LOAM
algorithm is first used to generate the local maps. Then, with
a three-step matching of ground points, min-z points, and all
points in the key frame, the detection on overlapping area and
registration of local maps can be realized. This method only
uses lidar to realize global map merging with a good mapping
effect. However, these methods consume huge computation
cost when search for the overlapping areas. In all, the problem
of how to improve the efficiency of the cooperative mapping
without reduce the mapping accuracy needs to be addressed.

In general, the main mission is to improve the efficiency
and precision of the key-frame extraction in overlapping
areas. As well, it is especially important to simplify the
description of the original point cloud. The detection of the
overlapping regions between each local map is to find the
most similar frame pairs in overlapping areas. Compared
with the loop detection, the overlapped area detection con-
tains more data without any rule to follow. References [35]
suggested that general large-scale buildings are consisted of
corridors, lobbies, public foyers, and other areas. By ana-
lyzing the indoor environment characteristics, the building
structure is mainly consisted of walls, corners, columns, and
other building structures. A description method based on the
simplified structure of the indoor point cloud is proposed
by [35] to extract the salient features of the original point
cloud. Inspired by the simplified structure loop detection,
the 3D cooperative mapping method based on the geometric
features of building structures is proposed.

III. COOPERATIVE MAPPING
There are four parts for this method: First, the local map
scanned by each robot is constructed by the LEGO-LOAM
method. Second, the main feature structure of each frame is
extracted by the method of down-sampling, dimensionality
reduction, and clustering. The clusters of each frame are
described by geometric shapes based on the fitting method.
Third, three steps of attribute similarity evaluation, topology
similarity evaluation, and ICP evaluation are used to extract
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the most similar frame pair between local maps. Fourth,
a submap pair of the overlapping area is constructed based
on the most similar frame pair, which is used to match each
local map and generate a global map.

In our cooperative mapping method, we made the follow-
ing assumptions:

1). Robots are applied to scan different areas of the
building.

2). Every two robots meet at most once.
3). All tested scenarios are indoor building environments

with smooth grounds, rich building structures, and no stairs.
The flow chart of the cooperative mapping method is

shown in Fig. 1.

FIGURE 1. The flow chart of the cooperative mapping method.

A. LOCAL MAP CONSTRUCTION
A lightweight LIDAR SLAM method [8] based on ground
point optimization is adopted to realize local map construc-
tion. The IMU data is applied to remove the motion distortion
of the point cloud. Local map construction consists of four
parts: point cloud preprocessing, feature extraction, motion
estimation, and map construction. The parameters collected
by the LIDAR are defined as follows: S represents a LIDAR
scan, Li represents the scan line i in a frame, P(i,j) represents
the point from line i and column j in a frame, r represents the
Euclidean distance from the point to the LIDAR. The 16-line
LIDAR is composed of 16 scan lines in the vertical direction,
and the horizontal resolution is set to 1800. The points of each
frame are stored in a 16× 1800 array IS .

IS =



P(1,1) · · · P(1,j) · · · P(1,1800)
...

. . .
...

. . .
...

P(i,1) · · · P(i,j) · · · P(i,1800)
...

. . .
...

. . .
...

P(16,1) · · · P(16,j) · · · P(16,1800)

 (1)

Point cloud preprocessing: points with different attributes
are labeled regularly. The empty points are deleted, and
the remaining points are divided into ground points and
non-ground points by calculating the pitch angle between

adjacent scan line, which is

θpitch = arctan
(
1z,

√
1x2 +1y2

)
(2)

where (1x,1y,1z) represents coordinate difference between
point pair P(i,j) and P(i+1,j). For the point pair whose θpitch is
less than 10◦ is marked as ground point G. Then, the
non-ground points are segmented to different clusters and
labeled as F . The clusters with less than 30 points are
regarded as noise points and removed. Each point gets three
label attributes after preprocessing: A. category (G or F),
B. index value (i, j), C. distance r(i,j).
Feature extraction: the smoothness of a point is obtained

by

C =
1

|Li| ·
∥∥r(i,j)∥∥ ∑

k∈Li,k 6=j

∥∥r(i,j) − r(i,k)∥∥ (3)

where C is the smoothness of a point P(i,j) in Li. Through
smoothness values, all points are divided into two feature
groups: edge points with maximum C values and planer
points with minimumC values. IS is divided into six 16×300
subarrays to evenly extract features from all directions. Then,
the points in each line of the subarray are sorted based on their
C values. fe, fp, Fe and Fp are set to store different feature
points. nfe edge points which do not belong to G and have
maximum C values are stored in fe, nfp planer points with
minimum C values are stored in fp. For the current frame,
nFe edge points which do not belong toG and have maximum
C values are stored inFe, nFp planer points which only belong
to G and have minimum c values are stored in Fp. These
four storage containers satisfy the following relationship:
Fe ⊂ fe,Fp ⊂ fp.

Motion estimation: the vector Tt = [tx , ty, tz, θx , θy, θz] is
applied to represent the pose transformation between St−1
and St . First, the corresponding feature points of two consec-
utive frames are extracted from

{
f t−1e , f t−1p

}
and

{
F te,F

t
p

}
.

For the planer points in F tp, only those marked as ground
points in f t−1p will be used to find the corresponding plane
blocks. For the edge points in F te , the corresponding edge
lines are extracted from f t−1e . Then, Tt is estimated by a
two-step Levenberg-Marquardt (L-M) method. The first step
L-M is to estimate [tz, θz, θx] by matching the planer points in
F tp with the corresponding plane blocks in f t−1p . The second
step L-M is to estimate [tx , ty, θy] with [tz, θz, θx] as the
constraint condition, by matching the edge points in F te with
the corresponding edge lines in f t−1e . Tt is obtained by fusing
[tx , ty, θy] and [tz, θz, θx].
Map construction: the feature sets within 50 meters from

the current LIDAR position are extracted and fused into
a single surrounding map Qt−1.The pose transformation is
optimized simultaneously at a low frequency. The trans-
form between the frames is estimated and the local map
is constructed based on the original coordinate of robot
traversing.
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B. EXTRACTION AND FITTING OF GEOMETRIC FEATURES
To improve the extraction efficiency and accuracy of similar
frame pairs between local maps, the frames are simplified
by geometric features. The relationship between the build-
ing structure and geometric features is shown in Fig. 2.
Fig. 2(a) shows the real scene of building structures, Fig. 2(b)
shows the geometric features corresponding to the building
structures.

FIGURE 2. The description of geometric features. (a) Real scene.
(b) Geometric feature.

Geometric features are mainly divided into three cate-
gories: the straight walls are represented by line segments,
the wall corners and the rectangular columns are represented
by polylines, the arc-shaped structures are represented by
arcs.

The extraction and fitting of geometric features are per-
formed simultaneously with local map construction. Since
the robot moves slowly and the LIDAR works at a frequency
of 10HZ, the scenes collected by LIDAR in one second
are almost the same. To reduce the computational load, one
frame is extracted from the newly scanned ten frames for the
extraction and fitting of geometric features.

1) EXTRACTION OF GEOMETRIC FEATURES
The extraction of geometric features, including z-axis correc-
tion, filtering, dimensionality reduction, down-sampling, and
segmentation.

First, the ground point G in original frame is extracted and
the plane equation ax+ by+ cz+ d = 0 is obtained by plane
fitting, where (a, b, c) is the normal vector of the plane, and
|d | represents the theoretical distance from the LIDAR to the
ground. The z-axis of the original point cloud is corrected by

Pcalib = RcalibP (4)

where P is the original points of a frame and Pcalib is the
points after z-axis correction. Rcalib indicates the rotation
matrix between (a, b, c) and (0, 0, 1).

Second, the point cloud filtering of Pcalib is performed.
Environmental structures such as the floors, ceilings, and
beams are deleted by height threshold filtering as

Pz−filter = {Pcalib.z| Zmin < Pcalib.z < Zmax} (5)

where Zmin and Zmax are height thresholds. Pz−filter indicates
the points after height threshold filtering. The number of

points in the frame is reduced to thousands by

Pf = Pz−filter voxel_grid1(15×15×15) (6)

where voxel_grid1 is a voxel grid of size 15cm×15cm×15cm.
Pf indicates the points after voxel filtering.

Third, the dimensionality reduction is performed on Pf by
orthographically projecting the points onto the XOY plane.
The projected points P2d are obtained by

P2d =


P2d .x = Pf .x,P2d .x ∈ [−10, 10]
P2d .y = Pf .y,P2d .y ∈ [−10, 10]
P2d .z = 0

(7)

where only the points within the area of 20m×20m around
the LIDAR are used for projection.
Then, the number of points are reduced into hundreds

by down-sampling method. The down-sampled points p are
obtained by

p = P2d
voxel_grid2(15×15)

(8)

Last, the point cloud segmentation is performed by the
Euclidean clustering method. There is a two-step filtering
to eliminate the clusters which have no contribution to the
building structure. First, the clusters that have fewer than
5 points are eliminated. Second, the clusters whose point
cloud elevation in the original point cloud is lower than a
height threshold Hmin, such as movable structures like trash
cans and public seats are eliminated. The process of point
cloud processing above is shown in Fig. 3.

FIGURE 3. The process of point cloud processing. (a) Original points.
(b) Z-axis correction. (c) Filtering. (d) Dimensionality reduction.
(e) Down-sampling. (f) Segmentation.

2) FITTING OF GEOMETRIC FEATURES
The fitting of geometric features is performed on the seg-
mented 2D point cloud, and the geometric features are
divided into six categories, as shown in Fig. 4. Fig. 4(a)
shows the line feature represented as lw. Fig. 4(b) shows the
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FIGURE 4. Geometric feature classification. (a) Straight line of wall.
(b) Arc of wall. (c) One foot of corner. (d) Multiple feet of corner. (e) Arc of
cylinder. (f) Rectangle of cylinder.

arc feature of the wall represented as aw. Fig. 4(c) shows
the polyline feature with one foot point, represented as pf .
Fig. 4(d) shows the polyline feature with multiple foot points,
represented as pF . Fig. 4(e) shows the arc feature of the cylin-
der represented as ac. Fig. 4(f) shows the rectangle feature
of the cylinder represented as rc. The cluster to be fitted is
represented as Cfitting.
The least-square method is used to fit the indoor geometric

features, which is divided into 4 steps.
Step 1. The linear fitting is performed on all clustered point

clouds of one frame by

El =
n∑
i=1

(f (xi)− yi)2 (9)

where (xi, yi) are the point coordinates of Cfitting, and f (x) is
the linear equation. The linear fitting error El is minimized by
optimizing f (xi). If El is less than the error threshold errorl ,
the geometric feature represented by Cfitting is regarded as lw.

Step 2. The clusters are classified according to the number
of points, where the clusters with less than numthr points are
defined as clusterc, and the clusters with more than numthr
points are defined as clusterw,f . Cfitting of clusterc is assumed
to be a cylinder structure. The cylinder fitting consists of two
parts: the arc fitting and the vertical line fitting. First, the arc
fitting is performed by

Ec =
n∑
i=1

∣∣∣(xi − xc)2 + (yi − yc)2 − R2∣∣∣ (10)

where (xc, yc) is the center of Cfitting and R is the radius
of Cfitting. The arc fitting error Ec is minimized by optimizing
(xc, yc) and R. If Ec is less than the error threshold errorc,
the geometric feature represented by Cfitting is regarded as ac.
Then, the vertical line fitting is performed by extracting the
foot point qf , upper boundary point qup and down boundary
point qdown for Cfitting.

As shown in Fig. 5, for each vertical line, the point closest
to LIDAR is the foot point. Besides, the foot point is also
the maximum or minimum point in the vertical line. The
extraction strategy of boundary points is shown in Table 1.

The fitting of the vertical line is regarded as the merging
of two straight lines. l1 is the line determined by qf and qup
whose slope is k(f ,up). l2 is the line determined by qf and qdown
whose slope is k(f ,down). The angle θf between l1 and l2 is

FIGURE 5. The foot point of vertical lines.

TABLE 1. The extraction of boundary points according to feet points.

verified by

θf = arctan

∣∣∣∣ k(f ,up) − k(f ,down)1+ k(f ,up)k(f ,down)

∣∣∣∣ (11)

The Cfitting whose θf is within the error threshold θfthr is
regarded as rc.
Step 3. To sort and fit the follow-up cluster points, the

posture of the frame is adjusted. The main line structure of
the frame is extracted and its slope ks is used as the posture
adjustment parameter. The main line feature refers to the line
feature with the most points, in which, if the frame does not
contain the line feature, the vertical line segment with the
most points is chosen as the main line feature.

The adjustment is first made by rotation around the cen-
ter of the LIDAR corresponding to ks, in which, the rota-
tion direction depends on the positive and negative polarity
of ks. Then, all the features are included in the 10 × 10 area
by translation. The results of frame posture adjustment are
shown in Fig. 6.

Step 4. It is assumed that the clustering sets with large
fitting errors above, and clusterw,f are arc of wall or polyline
of corner. First, arc fitting is performed. TheCfitting whose arc
fitting error is less than the error threshold errorc is regarded
as aw.

Then, the polyline of corner is fitted. As shown in Fig. 7,
the original unordered cluster points are sorted according to
their coordinate values. The sharpness si of the point i in
Cfitting is calculated by

si = arccos

[
(L−i )

2
+ (L+i )

2
− (L∗i )

2

2L−i × L
+

i

]
(12)

where L−i , L
+

i , and L
∗
i are three edges composed of three

points in Fig. 7. If si is within the sharpness threshold sthr ,
point i is considered as a foot point initially. Line segments
are fitted by all candidate foot points. If the angle between
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FIGURE 6. Posture adjustment of frames. (a) Posture adjustment of
frame 1. (b) Posture adjustment of frame 2.

FIGURE 7. The foot point of polyline.

two adjacent line segments does not exceed the polyline angle
threshold θc, the point of this angle is determined as a foot
point. If the number of the foot point is one, the Cfitting that
satisfies the polyline fitting standard is regarded as pf . If the
number of the foot point is more than one, the Cfitting that
satisfies the polyline fitting standard is regarded as pF .
The Cfitting with poor error from all the fitting steps is

regarded as noise points and eliminated.

C. SIMILARITY EVALUATION
After the previous section, the geometric features of each
frame are obtained. In this section, the geometric features are
applied to extract the most similar frame pairs between the
two local maps by the similarity evaluation.

1) ATTRIBUTE SIMILARITY EVALUATION
The attribute vector Gvector = [a, b, c, d, e, f ] consisted of
geometric features is applied to evaluate the attribute simi-
larity of two frames. In this vector, a represents the number
of lw, b represents the number of aw, c represents the
number of pf , d represents the number of pF , e represents
the number of ac, f represents the number of rc. For the two
frames to be evaluated, the geometric feature attribute vectors

FIGURE 8. Distribution matrix Ed .

are constructed according to their geometric feature fitting
results by

X = [x1, x2, x3, x4, x5, x6] ,Y = [y1, y2, y3, y4, y5, y6] (13)

where X is the Gvector of the frame from robot1, Y is the
Gvector of the frame from robot2. The attribute similarity of
X and Y is evaluated by

ρX ,Y =
E (XY )− E (X)E (Y )√

E
(
X2
)
− E2 (X)

√
E
(
Y 2
)
− E2 (Y )

(14)

σX ,Y =

∑
xi ∩ yi
6

(15)

Pav = λρX ,Y + µσX ,Y (16)

where ρX ,Y is the Pearson correlation analysis between X and
Y , σX ,Y is the geometric feature existence analysis between X
and Y , Pav is the result of attribute similarity evaluation. The
frame pairs whose scene structures are quite different or the
number of geometric features is quite different are eliminated
by Pav.

2) TOPOLOGY SIMILARITY EVALUATION
The topology similarity of the frame pairs selected from
attribute similarity evaluation is evaluated, which includes
direction evaluation and distribution evaluation.

First, the qualitative description method was used to
describe the orientation relationship to evaluate the direc-
tion similarity. The directional relationship between the line
segments of the frame is described as parallel, vertical and
intersecting direction. The frame pairs consisted of different
orientation properties are eliminated.

Second, the distribution similarity is evaluated. It shows
from Fig. 8 that the distribution matrix of 5× 5 is applied to
represent each frame to be evaluated. The geometric feature
is filled into the distribution matrix Ed corresponding to the
index position. In the same real scene, the distribution matrix
detected by the robot has four possibilities as shown in Fig. 9.

For the two distribution matrices Ed1 and Ed2 to be eval-
uated, the matrix postures are adjusted by determining the
positions of the geometric features with the most points in
Ed1 and Ed2, so that the main geometric features in the
two matrices appear at similar matrix index positions. Then,
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FIGURE 9. Four possibilities of distribution matrix. (a) Robot movement
direction. (b) The distribution matrices of different movement direction.

the distribution similarity is calculated by

5
5Pdv =

∑
Ed1 ∩ Ed2
25

(17)

where 5
5Pdv is the distribution similarity score between Ed1

and Ed2. Since the positions of the robots do not coincide
completely when they pass through the same region, the
distribution matrices observed by the robots are not the same.
Thus, the submatrices ofEd are used to deal with this problem
as shown in Fig. 10.

FIGURE 10. Submatrices.

The distribution similarity of the above submatrices was
evaluated by

4
5Pdv = max(

∑ 4×5
1 Ed1 ∩

4×5
2 Ed2

20
,

∑ 4×5
2 Ed1 ∩

4×5
1 Ed2

20
)

(18)

5
4Pdv = max(

∑ 5×4
1 Ed1 ∩

5×4
2 Ed2

20
,

∑ 5×4
2 Ed1 ∩

5×4
1 Ed2

20
)

(19)

4
4Pdv = max(

∑ 4×4
1 Ed1 ∩

4×4
2 Ed2

16
,

∑ 4×4
1 Ed1 ∩

4×4
3 Ed2

16
,∑ 4×4

1 Ed1 ∩
4×4
4 Ed2

16
,

∑ 4×4
2 Ed1 ∩

4×4
1 Ed2

16
,∑ 4×4

2 Ed1 ∩
4×4
3 Ed2

16
,

∑ 4×4
2 Ed1 ∩

4×4
4 Ed2

16
,∑ 4×4

3 Ed1 ∩
4×4
1 Ed2

16
,

∑ 4×4
3 Ed1 ∩

4×4
2 Ed2

16
,

∑ 4×4
3 Ed1 ∩

4×4
4 Ed2

16
,

∑ 4×4
4 Ed1 ∩

4×4
1 Ed2

16
,∑ 4×4

4 Ed1 ∩
4×4
2 Ed2

16
,

∑ 4×4
4 Ed1 ∩

4×4
3 Ed2

16
) (20)

where 4
5Pdv is the distribution similarity score of 4×5Ed , 54Pdv

is the distribution similarity score of 5×4Ed , 44Pdv is the distri-
bution similarity score of 4×4Ed . The distribution similarity
was evaluated by fusing 5

5Pdv,
4
5Pdv, and

4
4Pdv as follows:

Pdv=α55Pdv+β
4
5Pdv+γ

5
4Pdv+δ

4
4Pdv, α + β + γ + δ=1

(21)

where Pdv is the final score of the distribution similarity
evaluation, and α, β, γ , δ are the corresponding weights. The
weights are initially set by subjective experience according to
the size of the matrix, and then, the feasibility of the weights
is verified through the experiments.

3) ICP EVALUATION
The similar frame pairs with the highest scores are selected
by utilizing the topology similarity evaluation. Although the
ICP evaluation is more computationally expensive than the
previous two steps, the number of survived frame pairs is
very small and the time cost in ICP evaluation is still little.
After that, the most similar frame pair between two robots
is obtained to interpret their overlapping region. Finally,
the most similar frame pair is selected to merge each local
map.

D. MAP MERGING
The global map merging is the last step of the cooperative
mapping method. For this, the pose transformation between
the local maps is needed, which can be obtained from the
most similar frame pair discussed in Section C. In addition
to the frame pair with the highest similarity, there are many
frame pairs with high similarity scores among the overlapping
area that robots pass through. In this section, an accurate map
merging method is proposed by using the submap data from
the overlapping regions.

Frame pairs with high similarity near the most similar
frame pair are selected to construct a submap pair. The size
of the submap pair is not limited, in which, each similar
pair is extracted to calculate a pose transformation matrix.
To minimize the error of the map transformation matrix,
the weight of each pose transformation matrix is set by

Gi =
1

ICPscorei
(22)

Tmap =
∑

(
Gi∑
Gi
Ti) (23)

where ICPscorei is the ICP score of the similar frame pair i,
Ti is the pose transformation matrix of the frame pair i,
Gi∑
Gi

is the weight of Ti, and Tmap is the map transfor-
mation matrix between the local maps. The number of the
similar frame pairs is adjusted to obtain the optimal Tmap,
which can minimize the matching error of the submap pair.
After transforming the local maps through Tmap, all points of
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two local maps will share the same coordinate system, and
the global map is merged.

IV. EXPERIMENT AND ANALYSIS
There are several identical robotic vehicles used in our exper-
iment, as Fig. 11 shows. Each robot is equipped with a
VLP-16 LIDAR and a LPMS-IG1 IMU. The robots have the
length of 1.00m, width of 0.72m. The installation height of
the LIDAR is 0.85m and the vertical FOV of the LIDAR
is −15◦ ∼ 15◦. The robots run at a speed up to 1.3m/s.
The experimental data are processed by the robot operat-
ing system (ROS). The robots communicate via multiple
machines under the ROS platform. We first analyze our
method based on two robots in Sections A to D, and then,
the analysis of our method based on more robots is discussed
in Section E.

FIGURE 11. The equipment. (a) The robot. (b) LIDAR and IMU.

A. EXPERIMENTAL DISCRIPTION
The experimental parameters are divided into three parts,
which are geometric feature extraction module (GFE), geo-
metric feature fitting module (GFF), and similarity eval-
uation module (SE). The specific parameters are shown
in Table 2, where the threshold values of different
parameters are obtained by field measurement of the real
scenario and data test of the collected datasets. It was ver-
ified that these parameters change little for different indoor
environments.

Considering the unsolvable problem of environmental
degradation, and the necessity to verify the universality
of geometric features, it is pointless to experiment in a
single-structured scenario, so three scenarios with univer-
sal structures are chosen. The experiment is verified in
the laboratory building (Scenario 1), the teaching building
(Scenario 2), and the parking lot (Scenario 3) with three
different scenarios, as shown in Fig. 12.

Dataset 1 is collected in the laboratory building, where
robot1 passed through the enclosed corridor, lobby with
502 frames, and robot2 passed through the lobby, open corri-
dor with 537 frames. Dataset 2 is collected in the teaching
building, where robot1 passed through the lobby, enclosed
corridor, aisle with 1279 frames, and robot2 passed through
the lobby, open corridor with 428 frames. Dataset 3 is col-
lected in the parking lot, where robot1 passed through the
channel, parking area with 360 frames, and robot2 passed
through the parking area with 377 frames.

FIGURE 12. (a) Scenario 1: laboratory building. (b) Scenario 2: teaching
building. (c) Scenario 3: parking lot. The pink circle is the area which
robot1 passed through; the yellow circle is the area which robot2 passed
through; the green circle is the overlapping area.

TABLE 2. Experimental parameters.

B. ANALYSIS OF GEOMETRIC FEATURE
The geometric feature extraction and fitting (every 10 frames)
are performed on the datasets of the above three different
scenarios. The number of geometric features extracted from
the scenarios is shown in Table 3. Obviously, the number
of features extracted in different environments are distin-
guishable. In scenario 1, the feature numbers of robot1 and
robot2 are very different in d and f . In scenario 2, the feature
numbers of robot1 and robot2 are very different in a, c, d
and e. In scenario 3, the feature numbers of robot1 and
robot2 are very different in a, b, c and f .

Then, the geometric features are fitted, and the results
are shown in Table 4. Totally 827 line features of the wall
are extracted from all scenarios, since the line feature is
simple, the fitting accuracy of lw reached 98.79%. Only 48 arc
features of the wall are extracted, the fitting accuracy of aw
is 93.75%. 520 polyline features with one foot are extracted,
the fitting accuracy of pf is 96.54%. 330 polyline features
with multiple feet are extracted, the fitting accuracy of pF is

VOLUME 9, 2021 74581



Z. Zhu et al.: Indoor Multi-Robot Cooperative Mapping Based on Geometric Features

TABLE 3. The truth number of geometric features.

FIGURE 13. The visualized results of geometric fitting. (a) Frame 1. (b) Frame 2. (c) Frame 3.

93.94%. 345 arc features of cylinder are extracted, the fitting
accuracy of ac is 97.68%. 652 rectangle features of cylinder
are extracted, the fitting accuracy of rc is 97.55%. Although
not all features appear in all scenarios, which causes the
system to waste more time on features that do not exist,
the accuracy of identification is guaranteed by the fitting
method. Very few wrong fitting results are considered that
can be ignored.

The visualized result of the geometric fitting is shown
in Fig. 13. Among which, Fig. 13(a) is the fitting result of
frame 1, which is a frame of the enclosed corridor area in
scenario 1. Fig. 13(b) is the fitting result of frame 2, which
is a frame of the lobby area in scenario 2. Fig. 13(c) is the
fitting result of frame 3, which is a frame of the parking
area in scenario 3. The indoor structure detected based on the
geometric featuremethod is relatively complete, and the char-
acteristics of the entire indoor structure can be represented by
fewer parameters. It has strong robustness to different indoor
environments.

C. ANALYSIS OF SIMILARITY EVALUATION
The analysis of similarity evaluation is carried out from three
aspects, which concludes the analysis of attribute similarity
evaluation, the analysis of topology similarity evaluation,

and the efficiency of similar frame extraction. The frames
collected by robot1 is represented as A, the frames collected
by robot2 is represented as B.

1) ANALYSIS OF ATTRIBUTE SIMILARITY
The Pav score of scenario 1 is listed as an example. For
scenario 1, totally 51 × 54 frame pairs are constructed to
perform attribute similarity evaluation. As shown in Table 5,
the score is of great difference at different part of A and B.
The Pav score distribution in the [0,1] range of all scenarios is
shown in Fig. 14, in which the quantity distinction of different
score segments is distinguishable. The percentage of each
score segment is shown in Table 6.

The proportion of scores higher than 0.9 is less than 5% in
each scene. The score segment with the highest proportion
is 0.5∼0.6, which occupies nearly 30% of all scores. The
frame pair with the highest Pav in scenario 1 is (A251,B101),
which scores 0.9925. The frame pair with the highest Pav in
scenario 2 is (A1271,B31), which scores 0.9801. The frame
pair with the highest Pav in scenario 3 is (A161,B41), which
scores 0.9876.

Since the frames of the wall and corner collected from the
corridor has relatively similar scene structures, the attribute
similarity score of these two frames is higher. In contrast,
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TABLE 4. Fitting result of geometric feature.

TABLE 5. Attribute similarity score of scenario 1.

TABLE 6. Percentage of score segments.

For the two frames with different scene structures, such as
one frame collected from the corridor while the other frame
collected from the lobby, the attribute similarity score of
these two frames is low because the cylinder structure of the
lobby is not found in the corridor. For two frames collected
in similar scenes, the difference in the number of geometric
features also affects the attribute similarity evaluation.

The frame pairs from different indoor spaces and the frame
pairs with large differences in the number of features are
eliminated through the attribute similarity evaluation. The
frame pairs whose Pav scores ranked top 15% are kept to
conduct the following evaluation.

2) ANALYSIS OF TOPOLOGY SIMILARITY
The frame pairs with the different directional attributes are
eliminated. The remaining frame pairs are used for distribu-
tion similarity evaluation. The result of the distribution simi-
larity evaluation is shown in Table 7-9. In Table 9, the frame
pair ranked 125 of scenario 3 is eliminated by direction
similarity evaluation. In general, the frame pair with a high
Pav score obtained a high Pdv score, while the frame pair with

a low Pav score obtained a low Pdv score. There are a few
frame pairs with a high Pav score but a low Pdv score.
The frame pair with the highest Pdv in scenario 1 is

(A251,B51), which scores 0.9850. The frame pair with the
highestPdv in scenario 2 is (A1271,B11), which scores 0.9688.
The frame pair with the highest Pdv in scenario 3 is
(A161,B41), which scores 0.9630.

The topology similarity evaluation analyzes the frame pairs
from the two aspects of the direction and distribution of
geometric features, which can eliminate the frame pairs with
high attribute similarity but large difference in feature distri-
bution. This is a supplement based on the attribute similarity
evaluation.

In theory, the geometric features of the overlapping regions
are identical, but due to the posture difference of the
robots through the overlapping regions, there may be small
differences in the geometric features they observed. But our
similarity evaluation of overlapping regions is quantitative,
the result of Pav shows that even for two frames in overlap-
ping areas, the attribute similarity score is not necessarily a
full score. In general, two frames of similar regions get higher
scores in both Pav and Pdv. To ensure the accuracy of the
extraction, the ICP is used to extract the most similar frame
pairs. The final extraction results after ICP evaluation for
each scenario are (A251,B51), (A1271,B11) and (A161,B41).
Although the similarity evaluation has extracted a good result,
the ICP evaluation is to increase the robustness of the extrac-
tion system.

3) EFFICIENCY OF SIMILAR FRAME EXTRACTION
For scenario 1 to 3, the quantities of remaining frame pairs
after each evaluation step are shown in Table 10. Although
the ICP evaluation costs about 5 seconds, the similarity
evaluation extracts the most similar frame pair with little
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TABLE 7. Pdv score of scenario 1.

TABLE 8. Pdv score of scenario 2.

TABLE 9. Pdv score of scenario 3.

TABLE 10. Quantities of remaining frame pairs.

time. The efficiency of similar frame extraction is shown
in Table 11.

D. ANALYSIS OF MAP MERGING
By adjusting the submap pair, the numbers of similar frames
used to calculate the map transformation matrix are 7 for

scenario 1, 4 for scenario 2, and 6 for scenario 3. The number
of similar frames is affected by the motion of the robots.

The criterion for evaluating the accuracy of mapping is
to judge whether the LIDAR positioning is accurate. The
single-robot mapping is set to compare the accuracy of
single-robot positioning andmulti-robot positioning. The sin-
gle robot traversed the environment with the same starting
point of robot1 and the same ending point of robot2. The
mapping paths of single-robot and multi-robot are shown
in Fig. 15, where the dotted circle area represents the end of
the mapping path. The ending points in the dotted circle are
shown in Fig. 16, where the ground truth of the ending points
is set in advance. The positioning error analysis of ending

TABLE 11. The efficiency of each step.

TABLE 12. The positioning error analysis of end points.
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TABLE 13. The analysis of relative accuracy.

TABLE 14. The efficiency of two-robot mapping.

TABLE 15. The efficiency and accuracy of multi-robot mapping in
scenario 3.

points is shown in Table 12, where the distance represents the
path length of single-robot mapping and the relative accuracy
is the ratio of error and distance.

The result in Table 12 shows that the error of the ending
point positioning is decreased by multi-robot mapping. Com-
pared with a single-robot positioning, the relative accuracy of
our method is approximately doubled.

The existing method 3D-CM [34] realizes global map
merging with a good mapping effect based on ground points,
min-z points, and all points, which consumes huge compu-
tation cost when search for the overlapping areas. Our task
is to increase the speed of mapping without sacrificing the
accuracy of mapping. Table 13 shows the relative accuracy
of our method and 3D-CM, in which, our method gets a
better accuracy. The result of two-robot cooperative mapping
is shown in Fig. 17, where Fig. 17(a) shows the most similar
frame pair. Fig. 17(b) shows the merged map of local maps.

The efficiency of our method is shown in Table 14, the speed
of mapping has been improved.

E. COOPERATIVE MAPPING WITH MORE ROBOTS
To verify the effect of this method with more robots, three
and four robots are invested in scenario 3. Since not all robots
share overlapping areas in a multi-robot collaborative system,
the efficiency of cooperativemapping depends onwhether the
robot number corresponding to each overlapping area is pre-
known. The experiment is divided into case 1 where the robot
index in the overlapping area is pre-known and case 2 where
the robot index in the overlapping area is unknown. Case 1 is
equivalent to the merging of several two-robot cooperative
mapping, while in case 2, it is necessary to establish an
overlapping area detection and judgmentmechanism between
each two-robot. The threshold of the ICP score is set to
determine whether there is an overlapping area between the
two robots, in which, only the frame pairs that satisfy the
ICP score lower than 0.5 are extracted for map merging.
The scanning areas of three and four robots in scenario 3 are
shown in Fig. 18.

The result of the multi-robot cooperative mapping is shown
in Fig. 19. The efficiency of multi-robot cooperative mapping
in scenario 3 is shown in Table 15. Although the multi-
robot system has completed the mapping in both cases, there
is a difference in efficiency, where case 2 costs extra time
to determine whether there is an overlapping area between

TABLE 16. The improvement of our method compared with the single-robot mapping and the existing cooperative mapping method.
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FIGURE 14. Pav score distribution: (a) The Pav distribution of scenario 1. (b) The Pav distribution of scenario 2. (c) The Pav distribution of scenario 3.

FIGURE 15. The paths of multi-robot system and single-robot system. (a) The path of scenario 1. (b) The path of scenario 2. (c) The path of scenario 3.

FIGURE 16. The ending points. (a) The ending points of scenario 1. (b) The ending points of scenario 2. (c) The ending points of scenario 3.

the two robots. For case 2, there are n(n − 1)/2 possible
overlapping areas in the n-robot system. With the increase
in the number of robots, the number of possible overlap-
ping areas also increases, and the computational pressure
caused is greater. Therefore, the efficiency of mapping is
not positively correlated with the number of robots, where
the optimal number of robots depends on the size of the
scenario.

The accuracy of multi-robot cooperative mapping in sce-
nario 3 is shown in Table 15, where the relative accuracy of
more robots is improved slightly. Although investing more
robots can get better mapping accuracy, the cumulative error
is unavoidable. It is the key to investigate the size and struc-
ture of the environment and set the number and scanning plan
of the robots in advance to get a balance between the mapping
efficiency and accuracy.

74586 VOLUME 9, 2021



Z. Zhu et al.: Indoor Multi-Robot Cooperative Mapping Based on Geometric Features

FIGURE 17. Two-robot cooperative mapping. (a) The most similar frame pair. (b) The merged map.

FIGURE 18. The scanning areas. (a) Three robots. (b) Four robots.

FIGURE 19. Multi-robot cooperative mapping. (a) Three robots. (b) Four
robots.

V. CONCLUSION
Aiming at improving the accuracy and efficiency of indoor
LIDAR mapping, this paper proposes a multi-robot coopera-
tive mapping method based on geometric features. The local
map is constructed by LEGO-LOAM in advance.

(1) To simplify the feature description of each frame,
our suggested method can extract the main features of the
indoor building structure such as wall, corner, and cylinder.

The features are classified into six types based on the geo-
metric features of line, polyline, and circle by the least square
fitting. The classification accuracy of features exceeds 90%
by the multi-step fitting strategy.

(2) To extract the most similar frame pair between
two local maps, a three-step gradual extraction strategy is
adopted, which consists of the attribution similarity evalua-
tion, the topology similarity evaluation, and the ICP evalua-
tion. The geometric features are used in the strategy to speed
up the similar frame extraction. The cost of the most similar
frame extraction in the experiment is less than 10 seconds.
The ICP evaluation guarantees the accuracy of the extraction.
In general, the robustness and efficiency of the extraction
system is improved by the three-step strategy.

(3) The local maps are merged through the submap pair
constructed around the most similar pair. The positioning
error of merged map decreases apparently.

The experiment is first conducted in three scenarios based
on two robots, the improvement of ourmethod comparedwith
the single-robot mappingmethod and the existing cooperative
mapping method is shown in Table 16. Then, the experiment
is conducted in scenario 3 based on three and four robots,
which achieves a degree of improvement in both accuracy and
efficiency.

In the future, more robots will be invested to search for
the optimum number of robots, which can best balance the
mapping efficiency and the mapping accuracy. Furthermore,
more robots with heterogeneous sensors will be considered
in this method.
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