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ABSTRACT In order to ensure vehicle safety, enhance riding comfort, extend the battery life of electric
vehicles (EVs), and improve the energy economy, an ADHDP-based economic adaptive cruise control
(Eco-ACC) strategy for EVs in car-following scenarios is proposed in this paper. First, the longitudinal
dynamics of EVs is modeled, and the control objectives are presented; then, the actor-critic structure of
ADHDP is introduced, and the policy iteration formulas of the critic and actor networks in the ADHDP
framework are given; finally, after the state variables, control variables, unity function and value function
are determined, the ADHDP-based Eco-ACC strategy for EVs is designed. Extensive simulation results
under different driving cycles show that the proposed Eco-ACC strategy can not only ensure vehicle safety,
improve riding comfort and reduce energy consumption, but also significantly reduce the battery capacity
loss and extend the battery life compared with the benchmark algorithm. In addition, the proposed Eco-ACC
strategy is model-free and real-time, and can be robust in different car-following scenarios.

INDEX TERMS Economic adaptive cruise control, ADHDP, vehicle safety, battery lifespan, energy
economy.

I. INTRODUCTION
As a current energy-intensive industry, the transportation
sector is facing the pressure of energy saving and emission
reduction [1]–[3]. To address such a challenge, increasing
effort and massive energy have been devoted to the research
of energy-efficient vehicles. Alternative energy sources and
hybrid/electric vehicle technologies have been widely inves-
tigated, and they have shown great potential for significant
energy savings and emission reductions [4]. In addition, intel-
ligent driving technology can also be used to increase the
intelligence of energy-efficient vehicles, thus further improve
energy economy and reduce driving cost [5].

Advanced driver assistant system (ADAS) is the initial
development stage of intelligent driving technology. It can
use various on-board sensors to obtain relevant data and
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realize automatic control of the vehicle [6]. As an ADAS sys-
tem, adaptive cruise control (ACC), which is extended from
the cruise control, can automatically adjust the speed of the
controlled vehicle to maintain a desired safe distance [7], [8],
which is conducive to improving traffic flow, reducing traffic
accidents and providing comfort driving experience [9]. The
commonly used methods for the design of ACC strategies
include model predictive control (MPC) [10], [11], sliding
mode control [12] and PID control [13]. Even though the
traditional ACC system can achieve vehicle safety and reduce
energy consumption, its energy saving effect is not signif-
icant, especially for passenger cars with small frontal area.
In order to further improve the energy economy, the eco-
nomic adaptive cruise control (Eco-ACC), which combines
ACC and ecological driving technology [14], has become a
research topic [4], [15].

The Eco-ACC strategies are usually designed to maxi-
mize energy economy under the premise of ensuring vehicle

VOLUME 9, 2021
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 74949

https://orcid.org/0000-0002-8779-1719
https://orcid.org/0000-0003-1204-0512
https://orcid.org/0000-0001-5985-3970


X. Chen et al.: Eco-ACC for EVs Based on ADHDP in Car-Following Scenario

safety. To minimize fuel consumption of fossil-based road
vehicles in car-following scenarios, Li et al presented a peri-
odic servo-loop longitudinal control algorithm for an ACC
system, where the fuel-saving mechanism of pulse-and-glide
operation was first discussed [16]. Jia et al. proposed an
energy-optimal ACC for electric vehicles (EVs) based on
MPC, which plans the host car’s speed trajectory in real
time for higher energy efficiency by taking look-ahead traf-
fic information and road conditions into consideration [17].
To minimize fuel consumption of heavy duty vehicles in
a highway scenario, Borek et al. designed an economic
optimal control strategy that combines dynamic program-
ming (DP) and MPC, in which the DP method is used to
obtain the global optimal velocity trajectory while the MPC
is employed to track the reference speed and optimize the fuel
consumption [18].

Due to time-varying parameters, limited detection capabil-
ities and external disturbances, car following systems often
have multiple uncertainties, making it difficult to accurately
model. The above Eco-ACC strategies based on the accu-
rate models often have poor control performance or even
instability in real car following systems. To deal with the
speed disturbance of the preceding vehicle, Moser et al.
proposed a flexible spacing ACC control method based on
stochastic MPC, which uses a conditional linear Gaussian
model to estimate the probability distribution of the future
velocity of the preceding vehicle [19]. Sakhdari and Azad
proposed an adaptive tube-based nonlinear MPC method for
economic autonomous cruise control of plug-in hybrid elec-
tric vehicles, which can improve the economy and tracking of
ACC systems while maintaining robustness to disturbances
and modeling errors [9]. To reduce the energy consump-
tion, Lee et al. presented a novel model-based reinforcement
learning algorithm for eco-driving control of EVs, where the
domain knowledge of vehicle dynamics and the powertrain
system is utilized for the reinforcement learning process
while model-free characteristics are maintained by updat-
ing the approximation model using experience replay [20].
In addition, Li and Görges put forward an model-free
Eco-ACC strategy based on reinforcement learning for fuel
vehicles, which can improve fuel economy and enhance vehi-
cle safety [21].

The EV has been considered as one of the most
energy-efficient vehicles due to their high efficiency and zero
emission. However, the model-free Eco-ACC strategies ori-
ented towards EVs are very few, and the existing model-free
strategies for fuel vehicles cannot be applied to the EVs.
In addition, according to [22], the battery life directly affects
the full life cycle cost of EVs, and is one of the key factors that
determine the market share of EVs. Nevertheless, the existing
Eco-ACC strategies for EVs pay more attention to vehicle
safety, comfort and energy economy, and hardly considers
the battery life of EVs. It would be very economic if the
battery lifespan of the EVs can be significantly prolonged
while improving the energy economy, which will promote the
popularization of EVs.

This paper aims to propose an Eco-ACC strategy for
EVs based on ADHDP in a car-following scenario, which
does not rely on the domain knowledge of vehicle dynam-
ics and can obtain the approximate optimal control effort
under model-free conditions. Compared with the existing
works, the main contributions of this paper are as follows:
(1) a model-free and real-time Eco-ACC strategy based on
ADHDP is proposed for EVs in a car-following scenario to
ensure vehicle safety, enhance riding comfort, prolong the
battery life of EVs and improve energy economy; (2) different
from the existingmodel-free Eco-ACC strategies, the concept
of equivalent spacing deviation is defined using the band-stop
function with compensating factors, which can constrain
the distance between adjacent vehicles within the allowable
range; (3) extensive simulations demonstrate the robustness
of the proposed Eco-ACC strategy in different car-following
scenarios.

The remainder of this paper is organized as follows:
Section II presents the longitudinal dynamics model of EVs
and the control objectives, followed by the principle and
policy iterations of ADHDP in Section III. In Section IV,
the ADHDP-based Eco-ACC strategy for the EVs is pre-
sented. In Section V, the simulation results under different
driving cycles are discussed, followed by the conclusion of
this paper.

II. MODELING AND CONTROL OBJECTIVES
This paper attempts to develop an Eco-ACC strategy for an
EV to ensure vehicle safety, prolong battery lifespan and
decrease energy consumption in a car-following scenario.
The car-following system studied in this paper can be seen
in FIGURE 1, where the EV can use the vehicle radar to
detect the distance and relative speed to the vehicle ahead.
In addition, the system architecture of EVs is presented in
FIGURE 2, where the motor is connected to the battery pack
through the DC/AC inverter, and the transmission shaft to
the motor through the gear box, of which the gear ratio is
assumed to be fixed. This section will present the longitudinal
dynamics model of EVs and the control objectives of the
proposed Eco-ACC strategy.

FIGURE 1. The car-following scenario.

A. LONGITUDINAL DYNAMICS MODEL OF EVS
In the existing studies, different models are used to
describe the longitudinal dynamics of a vehicle, such as the
second-order models [2], [17], [18], and the third-order ones
[4], [7], [9]. In this paper, the second-order model will be
employed to describe longitudinal dynamics of the EV, which
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FIGURE 2. The system architecture of EVs.

can be described as {
ṡ(t) = v(t)
v̇(t) = u(t)

(1)

where s(t), v(t) and u(t) are the position, velocity, control
input of the EV at time t , respectively.
Furthermore, we can have

δmu(t) =
ηt

R
Tw(t)− Fb(t)− Fr (t), (2)

where δ,m, ηt , Tw(t), Fb(t) and Fr (t) are the rotational inertia
coefficient, mass, mechanical efficiency, traction, braking
force and integrated resistance force of the EV.

According to [4], the integrated resistance force Fr (t) can
be given as

Fr (t) = mg(µcos(θ(s(t)))+ sin(θ (s(t))))

+
Cd8(d(t))ρAvv2(t)

2
, (3)

where Cd ,8(d(t)),Av, µ and θ (s(t)) are the drag coefficient
for solo driving, the normalized drag coefficient related to
vehicle spacing d(t), frontal area, rolling coefficient and road
slope related to position, respectively; ρ and g are the air
density and gravitational acceleration, respectively. And the
spacing d(t) between the EV and its preceding vehicle can be
calculated through

d(t) = s(t)− sp(t)− L, (4)

where L is the length of the EV, and sp(t) is the position of
the preceding vehicle.

The torque Tm(t) and rotational speed ωm(t) at the motor
can be obtained as{

Tm(t) = Tw(t)/Gr
ωm(t) = v(t) ∗ Gr/R,

(5)

where R and Gr are the tire radius and the fixed gear ratio,
respectively.

Then the input power of motor-inverter Pbat (t) can be
given as

Pbat (t) =

{
Tm(t)ωm(t)/ηm(t), if Tm(t) ≥ 0
Tm(t)ωm(t)ηm(t), otherwise.

(6)

where ηm(t) can be calculated through

ηm(t) = fm(ωm(t),Tm(t)). (7)

Note that fm is the power transfer efficiency of the motor-
inverter, which can be experimentally obtained from a bench
test [23].

According to [5], the maximum motor torque of the EV
can be obtained as

Tm,max(t)

=


198, 0 ≤ ωm(t) < 244
−0.1094ωm(t)+ 224.7, 244 ≤ ωm(t) < 308
18470ω−0.7389m (t)− 74.78, ωm(t) ≥ 308,

(8)

where the unit of the rotational speed is rad/s.
Due to the physical limitations, the torque at the motor is

constrained as

−Tm,max(t) ≤ Tm(t) ≤ Tm,max(t). (9)

According to [5], the braking torque, which is required
to decelerate vehicles, can be provided by the mechanical
braking system and the regenerative braking system. Only
if the required braking torque is larger than the maximum
braking torque that can be provided by the motor, the rest of
the required braking torque will be offered by the mechanical
braking system.

FIGURE 3. The Rint model of the battery pack.

In this paper, the battery pack is assembled by lithium cells,
and the behaviors of the battery pack are represented using
the control-oriented Rint model in FIGURE 3. According to
the energy conversion principle and the Kirchhoff’s voltage
and current laws, the relationship among the battery voltage
Vbat (t), the battery current Ibat (t) and the battery output
power Pbat (t) is given as

Pbat (t) = Vbat (t)Ibat (t)− I2bat (t)Rbat (t), (10)

where, according to [5], the battery resistance Rbat (t) is
time-varying instead of being a constant.

B. CONTROL OBJECTIVES
This paper aims to propose a model-free Eco-ACC strategy
in order to achieve vehicle safety, extend battery life, and
improve energy economy, which can be defined as follows:
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1) VEHICLE SAFETY
To ensure vehicle safety, according to [24], the vehicle spac-
ing should be limited as

dmin(t) ≤ d(t) ≤ dmax(t), (11)

where dmin(t) and dmax(t) are the allowed minimum and
maximum spacings, respectively, and they can be calculated
through{

dmin(t) = 2+ 0.5 · v(t)+ 0.0625 · v2(t)
dmax(t) = 10+ v(t)+ 0.0825 · v2(t).

(12)

2) RIDING COMFORT
To ensure riding comfort, similar to [4], the control input of
the EV should be limited as

amin ≤ u(t) ≤ amax , (13)

where amin and amax are the allowed minimum and maximum
accelerations, respectively. It should be noted that amin and
amax should be properly determined without violating the
physical limits of the power and braking systems. In this
paper, amin and amax are set as amin = −2 m/s2 and amax =
2 m/s2, respectively.

3) LONGER BATTERY LIFE
According to [25], lowering I2bat (t) can decrease the batteries’
duty, and further extend the battery life. Therefore, in order
to prolong the battery lifespan, it is necessary to reduce∫ Tcyc

t0
I2bat (t)dt, (14)

where t0 and Tcyc are the initial and terminal time of a journey.

4) ENERGY ECONOMY
The power of the EV comes from the battery pack, to improve
energy economy, it is helpful to decrease∫ Tcyc

t0
Vbat (t)Ibat (t)dt. (15)

III. ACTION-DEPENDENT ADAPTIVE DYNAMIC
PROGRAMMING
Reinforcement learning is an effective method, which can
make an agent learn how to make optimal decisions through
interactions with the dynamic environment [26], and adaptive
dynamic programming is an important branch of reinforce-
ment learning in the field of control. As one basic framework
of adaptive dynamic programming, the ADHDP cannot rely
on the information of the object and environment, and will
be used to design the model-free Eco-ACC strategy. In this
section, the actor-critic structure and its policy iterations of
the ADHDP will be presented in detail.

A. THE ACTOR-CRITIC STRUCTURE
A general nonlinear discrete-time system can be given as

x(k + 1) = f (x(k),u(k)), k = 0, 1, 2, . . . (16)

where x ∈ Rm and u ∈ Rn are the state and control vectors,
respectively.

The value function of the above discrete-time system at
time instant k can be obtained as

J (x(k)) =
∞∑
i=k

γ i−kU (x(i),u(i))

= U (x(k),u(k))+ γ
∞∑

i=k+1

γ i−(k+1)U (x(i),u(i))

= U (x(k),u(k))+ γ J (x(k + 1)), (17)

where U (x(k),u(k)) is the unity function at time instant k ,
and γ (0 < γ ≤ 1) indicates the discount factor.

FIGURE 4. The actor-critic structure.

According to the Bellman optimality principle, we can
have

J∗(x(k)) = U (x(k),u∗(k))+ γ J∗(x(k + 1)), (18)

where J∗(x(k)) is the optimal value function for the optimal
policy u∗(k) at time instant k .
And the optimal policy u∗(k) in (18) can be obtained

through

u∗(k) = argmin
u(k)

[U (x(k),u(k))+ γ J∗(x(k + 1))]. (19)

To achieve the optimal policy, in the ADHDP framework,
the actor-critic structure in FIGURE 4 is usually used, where
the actor and the critic are usually constructed by the BP neu-
ral networks. To solve the optimal problem in equation (19),
the critic network and the actor network are used to approx-
imate the optimal value function J∗(x(k)) and the optimal
control policy u∗(k), respectively [21], [27].

B. POLICY ITERATION
After the actor-critic structure is introduced, the policy iter-
ation of critic network and actor network for solving the
Bellman optimality equation in (18) will be detailed.
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1) CRITIC NETWORK
As shown in FIGURE 5, the inputs of the critic network are
the m-dimensional state vector x(k) and the n-dimensional
control vector u(k), and the output is an estimate of Ĵ∗(x(k)).
In addition, the hyperbolic tangent transfer function φ(x) =
1−e−x
1+e−x is used in the critic network.

FIGURE 5. The structure of the critic network.

The input vector of the critic network at time instant k can
be defined as

C(k) = [x1(k), . . . , xm(k), u1(k), . . . , un(k)] (20)

The inputs and outputs of the hidden layer in the critic
network at time instant k can be calculated through

c(j)h1(k) =
∑n+m

i=1
C(i)(k) · w(i,j)

c1 (k),

c(j)h2(k) =
1− e−c

(j)
h1(k)

1+ e−c
(j)
h1(k)

,
(21)

where c(j)h1(k) and c
(j)
h2(k) are the input and output of the jth

node in the hidden layer of the critic network, respectively;
C(i)(k) is the ith dimensional component of the input vector
C(k); w(i,j)

c1 (k) is the weight from the ith node of the input
layer to the jth node of the hidden layer in the critic network.
Then, the output of the critic network can be given as

Ĵ (k) =
Nc∑
j=1

c(j)h2(k) · w
(j)
c2(k), (22)

where w(j)
c2(k) is the weight from the jth node of the hidden

layer to the only output node of the output layer, and Nc is the
number of nodes in the hidden layer.

To satisfy the Bellman optimality equation in equa-
tion (18), the weightswc1 andwc2 in the critic network should
be updated by minimizing the error ‖ Ec ‖=

∑
k Ec(k),

in which Ec(k) can be calculated through

Ec(k) =
1
2
e2c(k) =

1
2
(Ĵ (k)− U (k)− γ Ĵ (k + 1))2. (23)

And a gradient descent adaptation algorithm can be used
to update the weights through{

wp+1c1 (k + 1) = wpc1(k)+1w
p
c1(k)

wp+1c2 (k + 1) = wpc2(k)+1w
p
c2(k),

(24)

where p is the iteration number.
Furthermore, 1wc1(k) and 1wc2(k) can be obtained as

1wc2(k) = −ηc(k) · ec(k) · cTh2(k) (25)

and

1wc1(k) = −
1
2
· ηc(k) · ec(k) · CT (k)

×{wTc2(k)⊗ [1− ch2(k)⊗ ch2(k)]}, (26)

where ηc(k) is the learning rate of the critic network.

2) ACTION NETWORK
As shown in FIGURE 6, the inputs of the actor network are
the m-dimensional state vector x(k), and the output is the
n-dimensional control vector u(k). Furthermore, the hyper-
bolic tangent transfer function φ(x) = 1−e−x

1+e−x is also used in
the actor network.

FIGURE 6. The structure of the actor network.

The inputs and outputs of the hidden layer in the actor
network at time instant k can be calculated through

a(j)h1(k) =
∑m

i=1
xi(k) · w

(i,j)
a1 (k),

a(j)h2(k) =
1− e−a

(j)
h1(k)

1+ e−a
(j)
h1(k)

,
(27)

where a(j)h1(k) and a
(j)
h2(k) are the input and output of the jth

node in the hidden layer of the actor network, respectively;
xi(k) is the ith dimensional component of the state vector x(k);
w(i,j)
a1 (k) is the weight from the ith node of the input layer to

the jth node of the hidden layer in the actor network.
Then, the output of the actor network can be given as uq(k) =

1− e−µq(k)

1+ e−µq(k)
,

µq(k) =
∑Na

j=1
a(j)h2(k) · w

(j,q)
a2 (k)

(28)

VOLUME 9, 2021 74953



X. Chen et al.: Eco-ACC for EVs Based on ADHDP in Car-Following Scenario

where w(i,j)
a2 (k) is the weight from the ith node of the hidden

layer to the jth node of the output layer in the critic network,
and Na is the number of nodes in the hidden layer.
In the ADHDP, the actor network generates the optimal

policy u∗(k) by minimizing the Ea = Ĵ (k). And the gradi-
ent descent adaptation algorithm can be used to update the
weights through{

wp+1a1 (k + 1) = wpa1(k)+1w
p
a1(k)

wp+1a2 (k + 1) = wpa2(k)+1w
p
a2(k),

(29)

where p is the iteration number.
Furthermore, 1wa1(k) and 1wa2(k) can be obtained as

1wa2(k) = −
1
2
ηa(k) · [1− u(k)⊗ u(k)] · aTh2(k)×

∂ Ĵ (k)
∂u(k)

= −
1
4
ηa(k) · [1− u(k)⊗ u(k)] · aTh2(k)× {w

T
c2(k)

⊗ [1− ch2(k)⊗ ch2(k)]} × wTc1u(k) (30)

and

1wa1(k) = −
1
8
ηa(k) · xT (k)× [1− u(k)⊗ u(k)]

× [({wTc2(k)⊗ [1− ch2(k)⊗ ch2(k)]} × wTc1u(k)

×wTa2(k))⊗ [1− ah2(k)⊗ ah2(k)]], (31)

where ηa(k) is the learning rate of the actor network; wc1u =

wc1(m + 1 : end, :) and wc1(m + 1 : end, :) is a commonly
used matrix representation in MATLAB, representing the last
end − m rows of matrix wc1, that is, part of the weights
corresponding to the control variables.

IV. THE ADHDP-BASED ECO-ACC STRATEGY
In this section, firstly, the state and control variables in the
ADHDP framework are determined; then, the unity function
and the corresponding value function are designed; finally,
the algorithm of the ADHDP-based Eco-ACC strategy is
given.

A. BAND-STOP FUNCTION
To ensure the spacing constraint defined in equation (11),
same as [4] and [28], the band-stop function with compensat-
ing factors will be used in the proposed Eco-ACC strategy,
which can be described as

BSF(z|α̂, β̂, n̂, zl, zu, cf ) = (
e−α̂(z−zl−cf ) + eα̂(z−zu+cf )

β̂
)n̂,

(32)

where α̂ > 0, β̂ ≥ 1 and n̂ ∈ N+. zl, zu ∈ R+ are the lower
and upper limits of the band [zl, zu], respectively. In addition,
cf is the compensating factor.

B. STATE AND CONTROL VARIABLES
According to equation (11), the spacing is required to be
within dynamic ranges rather than follow a desired value.

Here, the equivalent spacing deviation1d(k) between the EV
and its preceding vehicle is defined as

1d(k) =



BSF(d(k)|α, β, n̂, dmin(k), dmax(k), cf )

if d(k) >
dmin(k)+ dmax(k)

2
−BSF(d(k)|α, β, n̂, dmin(k), dmax(k), cf )

if d(k) ≤
dmin(k)+ dmax(k)

2
,

(33)

where the parameters α, β, n̂ and cf should be set properly.
In order to ensure that the EV can track the preceding

vehicle within the allowed spacing range in equation (11),
the speed deviation 1v(k) and the equivalent spacing devi-
ation1d(k) are selected as the state variables in the ADHDP
framework, i.e.,

x(k) = [1v(k),1d(k)]T , (34)

where 1v(k) = vp(k) − v(k), and vp(k) denotes the speed of
the preceding vehicle.

The acceleration is selected as the control variable in the
ADHDP, i.e., u(k) = a(k). It should be noted that, to ensure
the acceleration constraint in equation (13), the control vari-
able should be obtained by linearly mapping the output of the
actor network to the internal [amin, amax].

C. UNITY FUNCTION AND VALUE FUNCTION
In order to achieve the aforementioned control objectives in
Section II, the unity function in the ADHDP framework can
be given as

U (x(k),u(k)) = α1L1(k)+ α2L2(k)+ α3L3(k), (35)

where α1, α2 and α3 are the weight coefficients, and L1,L2
and L3 can be described as

L1(k) = BSF(d(k)|α, β, n̂, dmin(k), dmax(k), cf )
L2(k) = I2bat (k)
L3(k) = Vbat (k)Ibat (k).

(36)

In the equation (35), L1(k) aims to enforce the spacing to
stay in the allowed range [dmin(k), dmax(k)]; L2(k) is designed
to decrease the batteries’ duty, and further to extend the bat-
tery lifespan; L3(k) is used to reduce the energy consumption,
and thus to improve the energy economy.

After the unity function is obtained, the value function in
the proposed Eco-ACC strategy can be given as

J (x(k)) =
∞∑
i=k

γ i−kU (x(i),u(i)). (37)

D. THE ALGORITHM OF THE MODEL-FREE ECO-ACC
STRATEGY
Once the state vector, the control vector, the unity func-
tion and the value function are determined, for the sake of
understanding, the algorithm of the proposed ADHDP-based
Eco-ACC strategy is given in Algorithm 1.
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Algorithm 1 The Algorithm of the ADHDP-Based Eco-ACC
Strategy

Sampling interval: 1t = 0.1 s;
State vector: x(k) = [1d(k),1v(k)]T ;
Control vector: u(k) = a(k);
Randomly initialize weights of the critic and actor net-
works;
Iteration number of the critic network: ic;
Iteration number of the actor network: ia;
Allowed maximum iteration number of the critic network:
Ncm;
Allowed maximum iteration number of the actor network:
Nam;
Allowed error of critic network: Tc;
Allowed error of actor network: Ta;
for k = 1 to 10 ∗ Tcyc do
Calculate 1d(k) and 1v(k) through equations (11),
(33)-(34);
Calculate Ec(k) through equations (20)-(23),
set ic = 0;
while Ec(k) > Tc & ic < Ncm do
Update weights ω(ic+1)

c = ω
(ic)
c + 1ω

(ic)
c with equa-

tions (24)-(26);
Update Ĵ (k) through equations (20)-(22);
Update Ec(k) through equations (20)-(23);
Set ic = ic + 1;

end while
Calculate Ĵ (k) through equations (20)-(22), set 1a =

Ĵ (k), δa = 0 and ia = 0;
while |1a − δa| > Ta & ia < Nam do
δa = 1a;
Update weights ω(ia+1)

a = ω
(ia)
a + 1ω

(ia)
a with equa-

tions (29)-(31);
Update control vector u(k) through equations (27)-
(28);
Update Ĵ (k) through equations (20)-(22);
Set 1a = Ĵ (k), ia = ia + 1;

end while
Obtain the control vector u(k) = a(k) through equa-
tions (27)-(28);
Update system state x(k + 1) = f (x(k),u(k)) of the EV,
and calculate the unity function U (x(k),u(k)) through
equation (35);

end for

V. SIMULATIONS
In this section, extensive simulations will be carried out to
show the control performance of the proposedADHDP-based
Eco-ACC strategy. Firstly, the control performance of the
proposed Eco-ACC strategy in terms of vehicle safety and
tracking ability under UDDS, ARB02 and WLTC driving
cycles is examined. Then, to show the robustness of the
proposed Eco-ACC strategy in terms of extending battery life
and improving energy economy, more simulations are carried
out under more different typical driving cycles.

TABLE 1. Parameters of the learning process.

TABLE 2. Main parameters of the EV model.

In the simulations, the parameters of the learning process
are given in TABLE 1, and the main parameters of the EV in
TABLE 2, which are used in [5], will also be employed here.
And the initial states of the EV and its preceding vehicle are
set as s(0) = 0 m, sp(0) = 10.5 m, v(0) = vp(0) = 0 m/s
and ap(0) = 0 m/s2, and the initial control variable of the EV
is obtained through policy iteration. It should be noted that,
simulations are carried out in Matlab on a desktop computer
with AMDRyzen 5-3600 CPU and 16GB RAM, and the total
iterative computation time of the critic and actor networks
under UDDS, ARB02 and WLTC driving cycles is shown
in TABLE 3, which shows the real-time performance of the
proposed ADHDP-based Eco-ACC strategy.

When the preceding vehicle travels in the UDDS,
ARB02 and WLTC driving cycles, the proposed Eco-ACC
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FIGURE 7. The evolutions of velocities, accelerations and spacings of the
EV under UDDS driving cycle.

TABLE 3. The iterative computation time of the critic and actor network
under different driving cycles.

TABLE 4. Battery capacity losses (%) under different driving cycles.

strategy and the ACC-HG strategy in [29] are used to
control the EV, respectively. And the evolutions of veloc-
ity, acceleration, spacing of the EV under the correspond-
ing driving cycles are obtained, which can be seen in
FIGURE7-9. It should be pointed out that in order to facilitate

FIGURE 8. The evolutions of velocities, accelerations and spacings of the
EV under ARB02 driving cycle.

TABLE 5. Energy consumption (kw·h) under different driving cycles.

the observation of the simulation results, only the trajecto-
ries of the EV in the first 400 seconds are shown in the
figures.

As shown in FIGURE 7-9, the EV controlled by the pro-
posed Eco-ACC can track the preceding vehicle well, and
the speeds of the EV and its preceding vehicle are also the
same; compared with ACC-HG, the acceleration of the EV
controlled by Eco-ACC changes smoothly in the internal
[−2 m/s2, 2 m/s2], which can achieve riding comfort; when
the EV is controlled by the Eco-ACC, the spacing between
the EV and its preceding vehicle is always kept within the
allowable range, which can ensure the vehicle safety.

In this paper, the dynamic battery capacity degradation
model in [30] is used to measure the battery capacity loss.
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FIGURE 9. The evolutions of velocities, accelerations and spacings of the
EV under WLTC driving cycle.

The battery capacity losses obtained by the proposed
Eco-ACC and the ACC-HG method under various driv-
ing cycles, such as UDDS, ARB02, WLTC, can be seen
in TBALE 4. Compared with the ACC-HG, the proposed
Eco-ACC can decrease 2.98%∼ 54.20% of the battery capac-
ity loss, and thus significantly prolong the battery lifespan.
It can be seen in TABLE 5 that, compared with the ACC-
HG, the proposed Eco-ACC can decrease 0.26% ∼ 0.67% of
the energy consumption, and thus slightly improve the energy
economy.

VI. CONCLUSION
In order to achieve vehicle safety, extend battery lifespan,
enhance riding comfort and improve energy economy, this
paper proposes a model-free ADHDP-based Eco-ACC strat-
egy for EVs in a car-following scenario. The simulation
results under various driving cycles demonstrate that the
presented Eco-ACC strategy can make the EV track its
preceding vehicle well, significantly decrease the battery
capacity loss, and slightly reduce the energy consumption.
Furthermore, the proposed Eco-ACC is model-free and real-
time, and can be robust in different car-following scenarios.
With the rapid development of vehicle-to-vehicle commu-
nication technology, the cooperative ACC has attracted a
lot of researchers due to its better control performance than
the ACC [31]–[33]. In the future, the ADHDP-based method

will be used to develop a novel CACC strategy for con-
nected and automated vehicles to further improve the control
performance.
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