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ABSTRACT This paper proposes a new hybrid algorithm for secure communication applications. The pro-
posed algorithm includes a fuzzy brain emotional learning controller (FBELC), a recurrent cerebellar model
articulation controller (RCMAC), and a robust compensator (RC). The main brain-imitated neural network
controller is a combination of the RCMAC and the FBELC, which is amathematical model that approximates
the decision and emotional activity of a human brain. A fuzzy inference system is also merged into the
FBELC to produce an efficient hybrid structure, then it is used for secure communication applications. The
3-dimensional (3D) Genesio chaotic system is used for audio and image secure communication systems to
show the potency and performance of the proposed algorithm. In the first application, a new image encryption
algorithm is proposed to enhance security for information transmission, then several standard images are
applied for the chaotic synchronization of image secure communication. In the second application, the audio
signal is embedded in a 3D chaotic trajectory, which is used as an encryption carrier signal, after using
the proposed method for the decryption, the source signal can be retrieved. The comparisons of simulation
results using security analyses and root mean square error for recent algorithms are performed to validate
the performance and efficiency of the proposed hybrid algorithm. The simulation results point out that our
algorithm can attain better synchronization performance, and achieve more efficient audio and image secure
communications.

INDEX TERMS Fuzzy inference system, brain emotional learning control, recurrent cerebellar model
articulation controller, 3D chaotic systems, audio secure communication, image secure communication.

I. INTRODUCTION
Chaos is a remarkably fascinating phenomenon, which has
been widely studying in the past decades [1]–[5]. It is sensi-
tive to initial values, non-periodic, trajectory unpredictability,
thus chaos theory is usually applied for secure communica-
tion [6], image encryption [7], signal processing [8], cryp-
tography [9], etc. The synchronization of chaotic systems
is one of the hot topics that attract many scholars over the
years. Since the complete synchronization method of chaotic
systems was introduced in 1990 [10], new methods and
achievements are also increasingly efficient in chaotic syn-
chronization. Particularly, Lin and Chung introduced a fuzzy
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brain emotion learning controller (BELC) with an effective
computation and fast convergence. A fuzzy neural network
(NN) combining with a BELC and a fuzzy inference rules
was designed to synchronize a chaotic system [11]. A hybrid
neural network including a fuzzy recurrent cerebellar model
articulation controller (CMAC) network and a BELC network
was proposed for chaotic synchronization [12]. An interval
type-2 fuzzy BELC for three-dimensional (3D) chaotic sys-
tem synchronization was introduced [13]. A wavelet dual
function-link fuzzy BELC design for non-linear chaotic sys-
tems [14]. Huynh et al. presented a modified function-link
fuzzy CMAC for chaotic systems [15].

So far, information security is one of the important prob-
lems in human life, some areas need to use highly secure com-
munication such as the military, telecommunication, personal
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information, etc. To perform that, message communication
needs to be encrypted and decrypted. The use of chaotic
system synchronization for secure communication is one
of the methods that has been gaining interest in academic
research.With the fast increasing speed of the internet, digital
images sent over public networks and the shared network
is constantly growing. Digital image security has become
an important issue of great concern because the personal
information contained in images can be illegally intercepted,
processed, and destroyed. Image encoding is a useful way
to secure image transmission. The transmission is synchro-
nized with a chaotic system to obtain higher security. Then,
the decryption is applied to have the original image again
at the received channel. Some remarkable studies can be
mentioned as a disposable keys-based lossless dual-channel
audio encoding method was introduced, in which a chaotic
system with many uncertain coils to produce the keystream
is intended to diffuse and mix audio signal to produce a
more random chaotic trajectory [16]. An audio coding sys-
tem based on cosine numerical transformations has been
proposed. The transformation is used recursively for sample
blocks of uncompressed digital audio signals. Blocks are
chosen by using a simple overlapping law to diffuse the
encrypted data to every processed block [17]. A method of
encoding and decoding voice based on the chaotic transducer
has been introduced, in which voice signals are sampled and
classified into four levels, and each level of sampled value is
permuted by four mixers [18]. Shanmugam et al. presented
an adaptive control system using adaptive laws to warrant
the synchronization for a reactive-diffusive neural network
(RDNN). The RDNNwith appropriate parameters is selected
as a cryptographic system for image secure communica-
tion [19]. A 3D chaotic system was applied for signal encod-
ing, in which a real circuit was applied to generate a random
number generator, and two optimization methods for system
parameters are used to obtain chaotic model parameters from
the real chaos circuit [20]. Chang et al. introduced an audio
encoding method using a digitally programmable multiple
scroll chaotic system, in which the number of scrolls can be
programmable and changeable in real-time [21]. Man et al.
introduced a segmented image encryption algorithm using a
hybrid chaotic system. An original image is separated into
two blocks according to the chaotic and shuffled segmenta-
tion method by swapping pixels in the intra-blocks and the
inter-blocks [22]. Kalpana et al. introduced an audio encoding
method using coherent two-way fusion memory synchroniza-
tion and fuzzy cellular NN with time delays [23]. An image
compression and encoding method using a backpropagation
NN and a hyperchaotic system have been suggested. A back-
propagation NN is used to compress the image pixel values,
and the chaotic series of the memristive hyperchaotic system
is applied to diffuse the pixel values [24]. A safe audio
transmission method is introduced, combining four differ-
ent techniques for encoding audio in the same system for
even more security. The method is called Deoxyribonucleic
acid (DNA) encoding and the proposed method is assessed

using various measurements such as signal to noise ratio
(SNR), root mean square (RMS), peak signal-to-noise ratio
(PSNR), and correlation coefficient [25]. Recently, a chaotic
synchronization-based secure communication system using
a BELC was proposed. The obtained estimation is used as
an observer for synchronizing signals of the transmitter and
receiver to efficiently reduce synchronization errors [26].
However, several encryption algorithms can be cryptanalyzed
because of weaknesses in terms of security such as a 1D logis-
tic map-based color image encryption method using the low
dimensional logisticmapwith a smaller key space and chaotic
series, which reduces the encryption performance [27].
Additionally, some image encryption algorithms introduced
in [28] and [29] can be broken with some attacks due to
the encryption process has no relationship with the original
image and that the same chaotic series is used for different
original images. Also, few studies have used the combination
of CMAC and BELC to apply for chaotic synchronizations,
audio and image secure communications based on 3D chaotic
systems.

Based on the above discussions, this study produces a
new recurrent cerebellar fuzzy brain emotional learning con-
troller (RCFBC). The proposed method is combined a BELC,
a recurrent CMAC, and a fuzzy inference system to create the
RCFBC that has the advantages of the recurrent CMAC [30]
and the BELC [31] that are (1) Using external feedback
via recurrent units, built-in loopback allows the network to
remember the system’s past states and to learn the system
parameters. Based on this feature, recurrent CMAC usually
shows quick response and good performance in the presence
of uncertainties. (2) Using BELC as a powerful non-linear
estimator. Such BELC comprises a sensory network imitating
the orbitofrontal cortex and the emotional network relating to
the amygdala cortex in a human brain. The BELC gives good
performance for dynamic systems, so the total performance
of the proposed algorithm is significantly enhanced when the
quick responsive capacity of RCMAC is combined with the
great non-linear estimate capability of BELC. The RCFBC
and a robust compensator concurrently form the hybrid con-
trol system for 3D Genesio chaotic synchronization, image
secure communication, and audio secure communication.
The proposed RCFBC, serving as the main controller, is used
for mimicking an ideal controller, and the robust compensator
is an auxiliary controller, which is used for decreasing the
different errors between the RCFBC and the ideal controller.
A Lyapunov function is given to prove the stability sys-
tem and determine the updation laws of the RCFBC. The
simulation results of 3D Genesio chaotic synchronization,
image secure communication, and audio secure communi-
cation and security analysis indexes, validate the feasibility
of the proposed hybrid algorithm. This study proposes a
new image encryption algorithm to address some mentioned
disadvantages. Some justifications for design decisions can
be summarized as follows: The proposed algorithm can
improve potential security risks that exist in low-dimensional
chaotic systems, increase resistance to some attacks during
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transmission, satisfy the use of all replacement images. The
performance of the proposed algorithm is examined in root
mean square error (RMSE), histogram, information entropy,
correlation of pixels, PSNR, and some attack analyses such
as differential attack, noise attack, and cropping attack. The
analysis results point out that our algorithm gives higher
encryption efficiency and better security.

The remainder of this paper is organized as fol-
lows. The problem formulation is described in Section 2.
Section 3 shows in detail the structure of the recurrent cere-
bellar fuzzy brain emotional controller system design. The
online learning laws and convergent analysis is presented in
Section 4. Section 5 gives the numerical simulation exam-
ples including synchronization of the 3D Genesio chaotic
system, image secure communication using 3D Genesio
chaotic synchronization, and secure communication for audio
signal using 3D Genesio chaotic synchronization. Finally,
Section 6 is the conclusion.

II. PROBLEM FORMULATION
A 3-dimensional (3D) chaotic system is defined including a
master-slave system. A general 3D master system is given as
follows: 

ẋ1(t) = fMS1(x1(t), x2(t), x3(t))
ẋ2(t) = fMS2(x1(t), x2(t), x3(t))
ẋ3(t) = fMS3(x1(t), x2(t), x3(t))

(1)

where xi(t), for i = 1,2, and 3, is the master system’s state
and fMSi(x1(t), x2(t), x3(t)) is non-linear functions.
A general slave system is defined as follows:

ẏ1(t) = fSS1(y1(t), y2(t), y3(t))+1fSS1(y1(t), y2(t), y3(t))
+δ1(t)+ u1(t)

ẏ2(t) = fSS2(y1(t), y2(t), y3(t))+1fSS2(y1(t), y2(t), y3(t))
+δ2(t)+ u2(t)

ẏ3(t) = fSS3(y1(t), y2(t), y3(t))+1fSS3(y1(t), y2(t), y3(t))
+δ3(t)+ u3(t)

(2)

where yi(t), for i = 1,2, and 3, is the system state
of slave system, fSSi(y1(t), y2(t), y3(t)) is non-linear func-
tion,1fSSi(y1(t), y2(t), y3(t)) is unknown system uncertainty,
δ(t) , [δ1(t), δ2(t), δ3(t)]T is the unknown external distur-
bance and ui(t) is the control input.
The aim of chaotic synchronization is to produce a suitable

control input u(t) , [u1(t), u2(t), u3(t)]T , so the states of
slave system can mimic the states of master system. There-
fore, two master-slave systems can be synchronized, it means
that limt→∞

∣∣yi(t)− xi(t)∣∣→ 0, for i = 1,2, and 3.
The proposed algorithm can be applied for some chaotic

systems, such as Genesio, Lorentz, Hennon map, and hyper
chaotic systems. The reasons for choosing the Genesio
chaotic system in our work are summarized as follows: (1)
It has three dimensions including a simple square part and

three simple ordinary differential equations that depend on
three positive real parameters, so it is simple to implement
by software and hardware; (2) It has complex dynamical
behaviors containing period-doubling bifurcations, chaos,
periodic windows, and coexistence of multiple attractors
that make it hard to crack; (3) By using different initial
conditions and system parameters, its synchronization has
given different results. Thus, it is difficult to cryptanalyze
if one does not know exactly the initial conditions and sys-
tem parameters; (4) Its chaotic ranges are wider than some
low dimensional maps, so it has a larger secret key space;
(5) It has satisfied the randomness test results shown in
the Appendix.

The master system of the 3D Genesio chaotic system is
expressed as [32]:

ẋ1(t) = x2(t)
ẋ2(t) = x3(t)
ẋ3(t) = −aSx1(t)− bSx2(t)− cSx3(t)+ x21 (t)

(3)

where aS , bS , cS are known parameters.
The slave system is given as

ẏ1(t) = y2(t)+1fSS1(y1(t), y2(t), y3(t))
+δ1(t)+ u1(t)

ẏ2(t) = y3(t)+1fSS2(y1(t), y2(t), y3(t))
+δ2(t)+ u2(t)

ẏ3(t) = −aSy1(t)− bSy2(t)− cSy3(t)+ y21(t)
+1fSS3(y1(t), y2(t), y3(t))+ δ3(t)+ u3(t)

= f SS (y1(t), y2(t), y3(t))+1fSS3(y1(t), y2(t), y3(t))
+δ3(t)+ u3(t)

(4)

where yi(t) is the slave system’s state,1fSSi(y1(t), y2(t), y3(t))
is the unknown uncertainty, di(t) is the unknown external
disturbance, u(t) = [u1(t), u2(t), u3(t)]T is the vector of
control inputs, and. f SS (y1, y2, y3) = −aSy1(t) − bSy2(t) −
cSy3(t)+ y21(t).
Define the tracking error function

ė1(t) = y1(t)− x1(t)

ė2(t) = y2(t)− x2(t)

ė3(t) = y3(t)− x3(t)

(5)

The error dynamics are then calculated as

ė1(t) = ẏ1(t)− ẋ1(t) = e2(t)+1fSS1(y1(t), y2(t), y3(t))
+δ1(t)+ u1(t)

ė2(t) = ẏ2(t)− ẋ2(t) = e3(t)+1fSS2(y1(t), y2(t), y3(t))
+δ2(t)+ u2(t)

ė3(t) = ẏ3(t)− ẋ3(t) = −aSe1(t)− bSe2(t)
−cSe3(t)+ y21(t)− x

2
1 (t)

+1fSS3(y1(t), y2(t), y3(t))+ δ3(t)+ u3(t)
(6)
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Rewriting (6) by the vector form, obtains

ė(t) = He(t)+ f SS (y1(t), y2(t), y3(t))

+1f SS (y1(t), y2(t), y3(t))+ δ(t)+ u(t) (7)

where

e(t) = [e1(t), e2(t), e3(t)]T ,

H =

 0 1 0
0 0 1
−aS −bS −cS

 ,
f SS (t) =

 0
0
y21(t)− x

2
1 (t)

 ,
1f SS (y1(t), y2(t), y3(t)) = [1fSS1,1fSS2,1fSS3]T ,

δ(t) = [δ1(t), δ2(t), δ3(t)]T .

Define:

ē(t) = [e(t), ė(t)]T (8)

Then define:

s(t) , θ1e(t)+ θ2

∫ t

0
e(t)dt (9)

⇒ ṡ(t)θ1ė(t)+ θ2e(t) (10)

where s(t) is the input variables of the proposed RCFBC, θ1
and θ2 are positive diagonal matrices. Set 2 = [θ2θ1] is
the feedback gain vector. For the reachability and existence
of sliding surface s(t), the control effort must satisfy the
following inequation

1
2
d
dt
(sTi (t)si(t)) ≤ −

3∑
i=1

σi |si(t)| (11)

for σi > 0, with i = 1, 2, and 3.
Substituting (10) into (11), obtains

sT (t)ṡ(t) = sT (t) [ë(t)+ θ1ė(t)+ θ2e(t)] ≤ −
3∑
i=1

σi |si|

(12)

In case the external disturbances and system dynamics are
precisely known, an ideal sliding mode controller can be
designed as follows:

u∗(t) = −He(t)− f SS (t)−2ē(t)

−1f SS (y1(t), y2(t), y3(t))− δ(t)+ σ sgn(s(t))

(13)

where sgn(·) is a sign function.
Inserting (13) into (7), obtains

ė(t)+2ē(t)− σ sgn(s(t)) = 0 (14)

If 2 is selected to allow the eigenvalues of (14) being in
the left-half plane, then lim

t→∞
ē(t) → 0. However, the ideal

sliding mode control in (13) cannot be obtained. Hence, in the
following section, the proposed RCFBC system is applied to
attain the chaotic synchronization performance.

III. RECURRENT CEREBELLAR FUZZY BRAIN EMOTIONAL
CONTROLLER SYSTEM DESIGN
In order to perfectly synchronize the 3D Genesio chaotic
system, a FBELC network is combined with a RCMAC
network, it is called as recurrent cerebellar fuzzy brain emo-
tional controller (RCFBC), and its architecture is illustrated
in Fig. 1. The RCFBC and a robust compensator concurrently
form the hybrid control system for 3D Genesio chaotic syn-
chronization, image secure communication, and audio secure
communication.

FIGURE 1. The architecture of the proposed RCFBC.

The FBELC contains four spaces that are the input
(I ), Recurrent association memory (M1), output weight
(K ), and sub-output (B). In addition, RCMAC has five
spaces that are input (I ), recurrent association memory
(M2), receptive-field (R), output weight (W ), and sub-output
(H ). The FBELC outputs subtract the RCMAC outputs
to produce the output space (U ). The propagation of the
signal

from the input space to the output space is described as:{
FBLEC network:I → M1→ K → B→ U
RCMAC network:I → M2→ R→ W → H → U

Detailed descriptions for each space of FBELC and
RCMAC are defined as follows:

A. INPUT SPACE (I)
An input vector, p = [p1...pi...pm]T ∈ <m with (i =
1,2,. . . , m), is simultaneously provided to both FBELC and
RCMAC; where i is an input index and m is the input
dimension.
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B. RECURRENT ASSOCIATION MEMORY SPACES
(M1 AND M2)
M1 andM2 comprise respectively some blocks nb for FBELC
and nf for RCMAC, in which nb and nf are the dimensions
of the FBELC’s block and the RCMAC’s block, respec-
tively. Each block is expressed by a Gaussian member-
ship basis function ξij. ξij is used for FBELC, which is
determined by:

ξij = exp

[
−
(pbij − cij)

2

v2ij

]
(15)

where vij and cij are respectively variance and mean of
FBELC, j = 1,2,. . . , nb. In this space, pbij is the input of the
FBELC.

Set

4 = [ξ11...ξ1nb ...ξm1...ξmnb ]
T
∈ <

mnb (16)

Moreover, gij is a Gaussian membership basis function of
RCMAC, which is calculated by:

gij = exp

[
−
(pbij − yij)

2

z2ij

]
, (17)

where zij and yij are respectively variance and mean of
RCMAC.

For RCMAC network, each input contains two parts
that are the present input pi(t) at time t and the recur-
rent unit output at time t − T (T is a time unit). There-
fore, pgij is the overall input of the RCMAC, which is
determined by:

Pgij (t) = Pi(t)+ rijgij(t − T ), (18)

where rij is the recurrent constants for RCMAC.

C. RECEPTIVE FIELD SPACE OF RCMAC (R)
Every element in the receptive-field space φj is the sum of
the corresponding elements of recurrent association memory
of RCMAC (M2), which is calculated as:

φj =

m∑
i=1

gij =
m∑
i=1

exp

[
−(pgij − yij)

2

z2ij

]

= exp

[
−

m∑
i=1

(pgij − yij)
2

z2ij

]
(19)

Then, define 8 as:

8 = [φ11...φ1nf ...φm1...φmnf ]
T
∈ <

mnf .

D. OUTPUT WEIGHT SPACES (W AND K)
ωijk and kijk are respectively the weights of the RCMAC and
the FBELC for i-th output, j-th layer, and k-th block. Then, K
is expressed as:

K = [k1jk , k2jk ...., kijk , . . . , kmjk ]

=



k111 k211 ... km11
...

...
...

k11nb k21nb ... km1nb
k121 k221 ... km21
...

...
...

k12nb k22nb ... km2nb
...

...
...

k1m1 k2m1 ... kmm1
...

...
...

k1mnb k2mnb ... kmmnb



∈ <
mnb×m (20)

W is defined by:

W = [ω1jk ...ωijk ...ωmjk ]

=



ω111 ω211 ... ωm11
...

...
...

ω11nf ω21nf ... ωm1nf
ω121 ω221 ... ωm21
...

...
...

ω12nf ω22nf ... ωm2nf
...

...
...

ω1m1 ω2m1 ... ωmm1
...

...
...

ω1mnf ω2mnf ... ωmmnf



∈ <
mnf×m (21)

E. SUB-OUTPUT SPACES (H AND B)
hi and bi are respectively the i-th output for RCMAC and
FBELC, which are determined by:

hi =
m∑
j=1

nf∑
k=1

ωijkφjk (22)

bi =
m∑
j=1

nb∑
k=1

kijkξjk (23)

Define the output vectors h and b as

h = [h1...hi...hm]T = WT8 (24)

b = [b1...bi...bm]T = KT4 (25)

F. OUTPUT SPACE (U)
The RCFBC’s output is the difference between the FBELC’s
output and RCMAC’s output, which is calculated as

ui = bi − hi =
m∑
j=1

nb∑
k=1

kijkξjk −
m∑
j=1

nf∑
k=1

ωijkφjk (26)

The final output of the entire network is determined by:

u = b− h = KT4−WT8 (27)
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FIGURE 2. Block diagram for synchronization of 3D chaotic systems using
the RCFBC.

IV. ONLINE LEARNING LAWS AND CONVERGENT
ANALYSIS
A block diagram for the synchronization of 3D chaotic sys-
tems using the proposed RCFBC is drawn in Fig. 2. Fig. 2 is a
block diagram for the synchronization of 3D chaotic systems,
in which the block RCFBC denotes the architecture of Fig. 1;
and it shows how the proposed control system can control the
3D response chaotic system to follow the 3D drive chaotic
system with trajectory synchronization. It is assumed that
there exist an optimal RCFBC, u∗RCFBC , to mimic the ideal
controller u∗ in (13). ε is a vector of minimum error between
the ideal controller and the RCFBC. K∗ andW∗ are optimal
weight matrices of the optimal RCFBC. The ideal sliding
mode controller in (13) can be rewritten as:

u∗ = u∗
RCFBC

+ ε = (b− h)∗ + ε = (KT4−WT8)∗ + ε

= K∗T4∗ −W∗T8∗ + ε (28)

The RCFBC’s output is u and the outputs of FBELC and
RCMAC are respectively b and h. SinceK∗,4∗,W∗, and8∗

cannot be precisely obtained in reality, the estimated con-
troller is then defined by:

û = ûRCFBC + uRB = K̂
T
4̂− Ŵ

T
8̂+ uRB (29)

Subtracting (13) from (7) and using (10), obtains

ṡ(t) = u∗ − u− σ sgn(s(t)) (30)

Substituting (28) and (29) into (30), yields

ṡ(t) = [K∗T4∗ −W∗T8∗ + ε − K̂
T
4̂+ Ŵ

T
8̂− uRB]

−σ sgn[s(t)]

= [K̃
T
4∗ + K̂

T
4̃− W̃

T
8∗ − Ŵ

T
8̃+ ε − uRB]

−σ sgn[s(t)] (31)

where 8̃ = 8∗ − 8̂, K̃ = K∗ − K̂, 4̃ = 4∗ − 4̂, and
W̃ = W∗ − Ŵ . A partial linear form of 4̃ in Taylor series is

determined as:

4̃ =

 ξ̃1...
ξ̃nd

 =


(
∂ξ̃1

∂c

)T
...(
∂ξ̃nd

∂c

)T


∣∣
c=ĉ(c

∗
− ĉ)

+



(
∂ξ̃1

∂c

)T
...(
∂ξ̃nd

∂c

)T


∣∣
v=v̂(v

∗
− v̂)+ β1

= 4cc̃+4vṽ+ β1, (32)

where 4c and 4v are defined by:


4c =

[
∂ξ1

∂c
, · · · ,

∂ξnd

∂c

]T ∣∣
c=ĉ ∈ <

nd×nbnd ,

(nd = mnb)

4v =

[
∂ξ1

∂v
, · · · ,

∂ξnd

∂v

]T ∣∣
v=v̂ ∈ <

nd×nbnd

(33)

where c̃ = c∗ − ĉ, ṽ = v∗ − v̂. Rewriting (33) with 4̃ =
4∗ − 4̂, gives:

4∗ = 4̂+ 4̃ = 4̂+4cc̃+4vṽ+ β1 (34)

where β1 is a higher-order vector.
Similarly, a partial linear form of 8̃ in Taylor series is

determined as:

8̃ =

 φ̃1
...

φ̃nd

 =


(
∂φ1

∂y
)T

...

(
∂φnd

∂y
)T

∣∣y=ŷ(y∗ − ŷ)

+


(
∂φ1

∂z
)T

...

(
∂φnd

∂z
)T

∣∣z=ẑ(z∗ − ẑ)

+


(
∂φ1

∂r
)T

...

(
∂φnd

∂r
)T

∣∣r=r̂ (r∗ − r̂) + β2
= 8̃yỹ+ 8̃zz̃+ 8̃r r̃ + β2 (35)
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where 8y, 8z and 8r are defined by:

8y =

[
∂φ1

∂y
, · · · ,

∂φnd

∂y

]T ∣∣
y=ŷ ∈ <

nd×nf nd

8z =

[
∂φ1

∂z
, · · · ,

∂φnd

∂z

]T ∣∣
z=ẑ ∈ <

nd×nf nd

8r =

[
∂φ1

∂r
, · · · ,

∂φnd

∂r

]T ∣∣
r=r̂ ∈ <

nd×nf nd ,

(36)

where ỹ = y∗− ŷ, z̃ = z∗− ẑ, r̃ = r∗− r̂. Rewriting (35) with
˜8 = 8
∗
−8̂, gives

8∗ = 8̂+ 8̃ = 8̃yỹ+ 8̃zz̃+ 8̃r r̃ + β2 (37)

where β2 is a higher-order vector.
Substituting (34) and (37) to (31), Eq. (31) is rewritten as:

ṡ(t) = [K̃
T
(4̂+4cc̃+4vṽ+ β1)

+K̂
T
(4cc̃+4vṽ+ β1)

−W̃
T
(8̂+8yỹ+8zz̃+8r r̃+ β2)

−Ŵ
T
(8yỹ+8yỹ+8zz̃+8r r̃ + β2)

−Ŵ
T
(8yỹ+8zz̃+8r r̃ + β2)+ ε − uRB]

−σ sgn[s(t)]

= [K̂
T
(4cc̃+4vṽ)− Ŵ

T
(8yỹ+8zz̃+8r r̃)

+K̃
T
4̂− W̃

T
8̂+ τ − uRB]− σ sgn[s(t)] (38)

where τ = K∗Tβ1+ W̃
T
β2+ K̃

T
(4cc̃+4vṽ)+ W̃

T
(8yỹ+

8zz̃ + 8r r̃) + ε is a lumped error for RCMAC, and K̃ =
K∗ − K̂ = [k̂1, k̂2...k̂m]T ∈ <m×mnb is an estimation error
matrix for the weights of FBELC. A robust compensator [33]
is used to estimate for τ and K̃ as:

m∑
i=1

T∫
0

s2i (t)dt

≤ sT (0)s(0)+ tr[W̃ T (0)η−1W W̃ (0)]

+c̃T (0)η−1c c̃(0)+ ṽT (0)η−1v ṽ(0)+ ỹT (0)η−1y ỹ(0)

+z̃T (0)η−1z z̃(0)+ r̃T (0)η−1r r̃(0)

+

m∑
i=1

ρ2i

T∫
0

τ 2i (t)dt+
m∑
i=1

T∫
0

k̃2i (t)dt, (39)

where ρi is an attenuation constant, and ηW , ηc, ηvηy, ηz, and
ηr are positive constant learning rates. If the initial conditions
are given as s(0) = 0, W̃ (0) = 0, c̃(0) = 0, ṽ(0) = 0, ỹ(0) =
0, z̃(0) = 0, r̃(0) = 0, then, (39) is rewritten as:

m∑
i=1

T∫
0

s2i (t)dt ≤
m∑
i=1

ρ2i

T∫
0

τ 2i (t)dt+
m∑
i=1

T∫
0

k̃2i (t)dt, (40)

Assume that the approximation error between the proposed
RCFBC and an ideal controller are bounded, which means
τi ∈ L2 (0,T1) and k̃i ∈ L2 (0,T2), in which ∀T1,T2 ∈

[0,∞). Thus,
T∫
0
τ 2i (t)dt < χ1 and

T∫
0
k̃2i (t)dt < χ2, where

χ1 and χ2 are large positive constants. If
m∑
i=1

T∫
0
s2i (t)dt = ∞,

the approximation error will diverge and the control system
will be unstable. As a result, the following inequation must
be satisfied to allow the stability control system:

m∑
i=1

T∫
0

s2i (t)dt ≤ ‖ρi‖
2 χ1 + χ2 <∞ (41)

The updation laws for the RCFBC and the robust compen-
sator are derived by using a Lyapunov stability function in
order to ensure system stability. Thus, the following theorem
is produced as:
Theorem 1: The 3D chaotic systems are given in (1)

and (2), the adaptive laws for updating the parameters of
RCFBC are described from (44) to (49), and the robust com-
pensator is given in (50). Then, the robust system stability can
be guaranteed.

˙̂K = α[4× max(0, d − b)], (42)

d = γ × p+ µ× uRCFBC , (43)

where α is a positive learning-rate, d includes the uRCFBC and
the p input, γ andµ are positive constants. The updation laws
for the parameters of the system are defined as:

˙̂W = −ηW 8̂s
T
(t), (44)

˙̂y= −ηy8T
y Ŵs

T
(t), (45)

˙̂z= −ηz8T
z Ŵs

T
(t), (46)

˙̂c= ηc4T
c K̂s

T
(t), (47)

˙̂v= ηv4T
v K̂s

T
(t), (48)

˙̂r= −ηr8T
r Ŵs

T
(t), (49)

uRB = (2Q)−1
[
(I +42)Q2

+ I
]
sT (t), (50)

where Q = diag[ρ1ρ2 . . . ρm] ∈ <m×m is a diagonal attenua-
tion constant matrix for the robust compensator.

Proof: A Lyapunov stability function is chosen by:

V (s(t)), K̃, W̃ , c̃, ṽ, ỹ, z̃, r̃)

=
1
2
[sT (t)s(t)+ tr[K̃

T
α−1K̃]

+c̃T η−1c c̃+ ṽT η−1v ṽ+ ỹTη−1y ỹ+ z̃Tη−1z z̃

+r̃T η−1r r̃+ tr(W̃
T
η−1w W̃ ) (51)

⇒ V̇ (s(t)), K̃, W̃ , c̃, ṽ, ỹ, z̃, r̃) = sT (t)ṡ(t)+ tr[K̃
T
α−1
˙̃K]

+c̃Tη−1c ˙̃c+ ṽ
Tη−1v
˙̃v− ỹTη−1y ˙̂y− z̃

Tη−1z
˙̃z− r̃Tη−1r ˙̃r

−tr(W̃
T
η−1w
˙̃W )

= sT (t)K̃4̂− sT (t)(τ − uRB)− sT (t)K̂(4cc̃+4vṽ)

−sT (t)Ŵ (8yỹ+8zz̃+8r r̃)− tr(K̃α−1
˙̂K)

−c̃T η−1c ˙̂c− ṽ
Tη−1v
˙̂v− ỹTη−1y ˙̂y− z̃

Tη−1z
˙̂z− r̃Tη−1r ˙̂r

−tr(W̃
T
η−1w
˙̂W )+ sT (t)(τ − uRB)− sT (t)σ sgn[s(t)]

≤ −tr[W̃
T
s(t)8̂+ η−1w

˙̂W ]+ c̃[s(t)K̂4c − η
−1
c
˙̂c]
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+ṽ[sT (t)K̂4v − η
−1
v
˙̂v]− ỹ[sT (t)Ŵ8y + η

−1
y
˙̂y]

−z̃[sT (t)Ŵ8z − η
−1
z
˙̂z]− r̃[sT (t)Ŵ8r − η

−1
r
˙̂r]

+sT (t)K̃4̂+ sT (t)(τ − uRB) (52)

From (42), if di − bi ≤ 0⇒ ˙̂K= 0. And if d − b > 0⇒
˙̂K= α × 4 × [d − b] > 0. Assume that K̃ ∈ L2[0,T2] ⇒
−tr(K̃α−1 ˙̂K) ≤ 0. Substituting (44)-(50) into (52), yields:

V̇ (s(t), K̃, W̃ , c̃, ṽ, ỹ, z̃, r̃) ≤ sT (t)K̃4̂+ sT (t)(τ − uRB)

= sT (t)K̃4̂−
1
2
sT (t)s(t)

Q2 −
1
2
sT (t)s(t)+ sT (t)τ

−
1
2
sT (t)s(t)4̂4̂T

= −
1
2
sT (t)s(t)−

1
2

[
s(t)
Q
− Qτ

]2
−

1
2
[sT (t)4̂− K̃]2

+
1
2
Q2τ 2 +

1
2
K̃
T
K̃

≤ −
1
2
sT (t)s(t)+

1
2
Q2τ 2 +

1
2
K̃
T
K̃ (53)

Integrating (53) with t ∈ [0,T ], obtains:

V (T )− V (0) ≤ −
1
2

m∑
i=1

T∫
0

s2i (t)dt +
1
2

m∑
i=1

ρ2i ×

T∫
0

τ 2i (t)dt

+
1
2

m∑
i=1

T∫
0

k̃2i (t)dt (54)

where V (0) > 0 and V (T ) > 0, via (39) and (40), it can

be concluded that
m∑
i=1

T∫
0
s2i (t)dt < ∞ This points out that the

increasing error does not diverge, so the total control system
is stable. As a result, the stability system is guaranteed.

V. NUMERICAL SIMULATION EXAMPLES
A. SYNCHRONIZATION OF 3D GENESIO CHAOTIC
SYSTEM
The dynamic equations for the master-slave systems of 3D
Genesio chaotic system are given in (3) and (4). Their initial
states and system’s parameters are set as
x(0)= [2, −2, 1]T and y(0)= [−5, 5, −5]T, 1fSSi(y1(t),

y2(t), y3(t)) = −0.1×yi(t), δ(t) = [0.2 cos(2t), 0.1 sin(2π t),
0.4 cos(π t)]T , and aS = 6, bS = 2.92, cS = 1.2. In addition,
the initial system parameters are listed in Table 1.

The results for the 3D Genesio master-slave synchroniza-
tion are shown in Figs. 3-11. The 3D tracking trajectory is
plotted in Fig. 3. The 2D tracking trajectories are shown
in Figs. 4-6. The comparison of 2D tracking trajectories using
RCMAC [34], FBELC [11], and the proposed RCFBC are
presented in Figs. 7-9. Tracking errors and the control efforts
are respectively presented in Fig. 10 and Fig. 11. Tracking
errors of the proposed RCFBC are quickly returned to zero.
So, the synchronization results of the RCFBC attain better
performance and faster response than other control systems

TABLE 1. Initial parameters of FBELC and RCMAC.

TABLE 2. Comparisons of computation time and RMSE for RCMAC, FBELC,
and RCFBC.

FIGURE 3. 3D tracking trajectories of the Genesio chaotic system using
the proposed RCFBC.

even under the effects of external noise and system uncertain-
ties. From the simulation results, the proposed RCFBC syn-
chronize well with smaller tracking errors than the RCMAC
and the FBELC (see Table 2 ). In particular, the RMSE of the
RCFBC is reduced by 3.38 times compared to the RCMAC,
and 2.61 times compared to the FBELC.

B. IMAGE SECURE COMMUNICATION USING 3D GENESIO
CHAOTIC SYNCHRONIZATION
This study proposes a new image encryption algorithm by
reducing the value of all pixels of the original image to
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FIGURE 4. 2D tracking trajectories for x1, x2 and y1, y2 using the
proposed RCFBC.

FIGURE 5. 2D tracking trajectories for x1, x3 and y1, y3 using the
proposed RCFBC.

improve efficiency and security, in which a mixed image
including an original image and a replacement image is
used to encrypt and to transmit to the receiver. The image
encryption algorithm contains five steps using to combine
the original image, the replacement image and the master
chaotic system to generate an encrypted image. Then the
encrypted image is sent through a public channel. Previ-
ously synchronized data using the proposed RCFBC is used
to extract the encrypted image at the receiver so that the
decryption procedure can then be performed. The decryption
procedure has simply applied the reverse of each step of
the encryption algorithm to take the decrypted image. The
detailed architecture of the image secure communication is
presented in Fig. 12. The master system is in the transmitter
side and the slave system is in the receiver side. The receiver
only needs to know which kind of chaotic system is used in
this transmission (for example: the dynamic equations in (3)

FIGURE 6. 2D tracking trajectories for x2, x3 and y2, y3 using the
proposed RCFBC.

FIGURE 7. Tracking trajectories of x1 and y1 using RCMAC, FBELC, and the
proposed RCFBC.

is known by the receiver side), and does not need to transmit
the synchronization information from the transmitter side to
receiver side. So, we can choose a lot of chaotic systems,
and each transmission uses different chaotic system; then
by a prior agreement or send a hidden bit, the receiver side
can know which one chaotic system is used. Also, in this
study, the replacement image can be chosen by any cover
image, however, it should satisfy some specifications as fol-
lows: The replacement image must be the same size as the
original image and it should be a color image with three red-
green-blue (RGB) channels.

1) THE PROPOSED IMAGE ENCRYPTION ALGORITHM
a: ENCRYPTION
Step 1: In order to increase the security for the original image.
We use a replacement image (R) to hide the original image
inside. It is supposed that the size of the original and the
replacement images is a matrix with the same size, then its
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FIGURE 8. Tracking trajectories of x2 and y2 using RCMAC, FBELC, and the
proposed RCFBC.

FIGURE 9. Tracking trajectories of x3 and y3 using RCMAC, FBELC, and the
proposed RCFBC.

pixels can be arranged by the order from top to bottom and
left to right to create a decimal set as

S = [S1, S2, ...,Sh×w] (55)

R = [R1,R2, ...,Rh×w] (56)

where h and w are respectively the row and column of the
image.

Then, the values of pixels of the original and replacement
images are divided into three RGB channels, then they are
mixed by using the following equations

SRGB = im2double(imread(S)) (57)

RRGB = im2double(imread(R)) (58)

DSRGB = dct2(SRGB)) (59)

DRRGB = dct2(RRGB)) (60)

MRGB = DRRGB + ρ × DSRGB (61)

where im2double(.) converts the image to double preci-
sion; dct2(.) returns the two-dimensional discrete cosine

FIGURE 10. Comparision of error signals using RCMAC, FBELC, and RCFBC.

FIGURE 11. Comparision of control signals using RCMAC, FBELC, and
RCFBC.

transform; SRGB and RRGB include three RGB channels of
the image. ρ is a gain matrix, (ρ 6= 0, if ρ = 0, the mixed
image becomes black and it cannot be recovered in the
decryption process). If the ρ value is small, the original image
will disappear and hide inside the replacement image. If ρ
is chosen large enough, the mixed image becomes white,
so both the original image and the replacement image cannot
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be recognized, it implies that the confidentiality of data is still
guaranteed. DSRGB and DRRGB include the discrete cosine
transform values of SRGB and RRGB; MRGB is the mixed
matrix of DSRGB and DRRGB.
Step 2: All decimal pixel values of MRGB are then con-

verted to binary numbers and a new set can be obtained as
follows

B = [B1,B2, ...,Bh×w], i = 1 . . .(h× w) (62)

where Bi is the binary value of the pixel. i = 1, 2,..., h × w is
the i th iteration of the chaotic system.
Step 3:Discrete the continuous 3DGenesio chaotic system

with the fixed step fs = 0.001 and using the Runge–Kutta
scheme [35], and repeat continuously for h × w times. For
the encryption, the variables are a double type with a 64
bit-length and a 15-digit precision. The decimal values of the
variables are then multiplied by 1014. For each iteration, three
values of xi, yi, and zi can be obtained, then these values are
processed as follows:

Cm (i) = de2bi [round( mod (abs (Cm (i))

−floor (abs (Cm (i)))× 1014, 256))] (63)

where de2bi(.) converts a decimal number to a binary value;
mod (x, y) returns the remainder after division x/y. floor(x)
rounds the elements to the nearest integers less than or equal
to x. abs(.) gives the absolute value, and round(.) rounds the
elements to the nearest integers. And m = xi, yi, and zi.
SetC = [Cm (i) , i = 1, 2, . . . , h×w]= [C1,C2,.. ., Ch×w].
Step 4: The scrambled image is then created based on

the confusion and diffusion encryption technique as in [36].
Firstly, two types of auxiliary matrices need be defined. I and
T are used to determine which pixels are to be processed and
D is for diffusion. For an image of size h ×w, three random
sequences r1, r2, and r3 are used to cut from chaotic sequence
C to create two index matrices I and T . The following steps
are used to obtain I and T :
• Arrange r1, r2, and r3 by ascending order to take the sort
index si1, si2, and si3, respectively

• Generate I and T using si1, si2, and si3 as follows:
for i = 1→ h

for j = 1→ w

I (i, j) = si1 ((mod(i+ si1(j)− 1, h)+ 1) ;

T (i, j) = si2 ((mod(i+ si3(j)− 1,w)+ 1) ;

end
end

FIGURE 12. The architecture of the image secure communication.

I and T have the same size as the original image. Next,
using a random sequence r4 including h × w values cut from
C to determine the mask matrix D for diffusion as follows:

D = reshape
((

mod(r4 − floor(r4)× 232, 256
)
, [h,w]

)
(64)

where reshape(.) is to transform the sequence into a matrix.
After determining I , T , and D, each RGB channel of

the mixed image M can be encrypted (65), as shown at
the bottom of the page, where mod(.) is module operation
and the ⊕ notation denotes the exclusive XOR operation of
each bit.
Step 5: Combine three RGB channels of the encrypted E

to produce an encrypted image with a size of (h × w).

b: DECRYPTION
The decrypted algorithm has used the reverse of each
step of the proposed encryption algorithm to obtain
the original image. Some functions are used to recover
the original image hidden in the replacement image
as follows:

MIi,j,j

=


mod

(
Di,j ⊕ ETj,Ii,j ,Ii,j −MTh,w,w, 256

)
, if i = 1, j = 1

mod
(
Di,j ⊕ EIi,j,j − EIi−1,w,w, 256

)
, if i 6= 1, j = 1

mod
(
Di,j ⊕ EIi,j,j − EIi−1,w,w, 256

)
, if∀i, j 6= 1

(66)

EIi,j,j =


mod

(
Di,j ⊕

(
MTj,Ii,j ,Ii,j

+MTh,w,w

)
, 256

)
, if i = 1, j = 1

mod
(
Di,j ⊕

(
MTj,Ii,j ,Ii,j

+ EIi−1,w,w
)
, 256

)
, if i 6= 1, j = 1

mod
(
Di,j ⊕

(
MTj,Ii,j ,Ii,j

+ EIi,j−1,j−1
)
, 256

)
, if ∀i, j 6= 1

(65)
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M = dct2 (M) (67)

S = (M − R)× ρ−1 (68)

S = idct2 (S) (69)

2) SECURITY ANALYSES
In order to show the efficiency and security of the proposed
encryption algorithm, it is used to assess some experimental
analyses. Three standard images (Lena, Baboon, and Pep-
per) using as the main messages and the logo of Yuan Ze
University using as the replacement image are applied for
security analyses including the histogram and information
entropy analyses, correlation coefficients, mean square error
(MSE), and peak signal to noise ratio (PSNR), and some
attack analyses such as differential attack, noise attack, and
cropping attack. The results of these analyses are presented
in the following sections.

a: HISTOGRAM
Image histogram describes the distribution of pixel intensity
values in the image, and it visually presents the grayscale dis-
tribution. The results of color images show that the encrypted
image histograms are evenly distributed when compared to
the original images (see Figs. 13-15). The mixed images
with ρ = 0.01 × I3×3 including original images and logo
image of Yuan Ze University point out that all the original
images are hidden, so the image information will be kept as
confidential as desired (see Figs. 13-15(b)). The encrypted
image and the original image should not have any statistical
similarity (see Figs. 13-15(c)). The decrypted images are
shown in Figs. 13-15(d). It can be seen that the decrypted
images look the same as the original images. In addition,
the histograms of original and encrypted images for Lena,
Baboon, and Pepper are respectively shown in Figs. 16-18,
which clarifies that they are evenly diffused, entirely dissimi-
lar to that for the original image, and there is no statistical sim-
ilarity to the original image. Hence, the proposed encryption
method is resistant to statistical attacks. In addition, this study
uses the variances of histograms to test the uniformity of
histogram [35], [36]. Variances of histograms is determined
as

Variance(X) =
1
G2

G∑
i=1

G∑
j=1

1
2

(
xi − xj

)2 (70)

where X = [x1, x2, · · · , x256] is the vector of the histogram
value, xi and xj are the numbers of pixels whose gray values
are respectively equal to i and j, and G is the greyness level.
The lower the variance is, the higher the uniformity of the
image obtains. Table 3 shows the histogram variances of
Lena for original image and encrypted image that compared
with the dynamic DNA encryption and chaos [37], the DNA
sequence method [38], and the 3D Brownian motion-based
image encryptionmethod [39]. It can be seen that the variance
of the encrypted image of our algorithm is less than the
values of the variance of [37], [38], and [39]. It implies that

TABLE 3. Comparison of Average Histogram variances of Lena
(512 × 512).

the distribution of the histogram of the encrypted image is
uniform and the information of the encrypted image can be
resistant to statistical attacks.

b: INFORMATION ENTROPY
Information entropy estimates the gray states of an image.
If the distribution is uniform, the entropy value can be large,
which is calculated by [35]

HE (S) =
2Z−1∑
i=0

PI (Si)× log2
1

PI (Si)
(71)

where PI (Si) and HE (S) denote the intensity and entropy val-
ues of the encrypted image S. 2Z is the total states of the data
source (Z = 255). An actually random image (RI) provides
an even distribution of pixel intensities in the range [0, 255],
and the entropy value for an ideal RI is 8. Table 4 shows
the entropy results, which are computed by different methods
such as DNA method [40], hash keying method [41], cipher-
text diffusion in crisscross pattern [42], an improved and
enhanced method based on hyperchaos [43], DNA encoding
method [44], hyper-chaotic and DNA sequences method [45].
It can be observed that their values are approximately 8, so the
encrypted image is of maximum randomness leading to the
confidentiality of the data. Our method attains greater values
than others.

c: CORRELATION BETWEEN TWO NEARBY PIXELS
In this section, we respectively use

pairs of two nearby pixels in three directions (diago-
nal, horizontal, and vertical) of the original and encrypted
images to check the correlation between two nearby pix-
els of an encrypted image, the below equation can be
used [19]:

Rāb̄ =
cov(ā, b̄)
√
D(ā)

√
D(b̄)

, (72)
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FIGURE 13. Original, mixed, encrypted, and decrypted images of Lena.

FIGURE 14. Original, mixed, encrypted, and decrypted images of Baboon.

FIGURE 15. Original, mixed, encrypted, and decrypted images of Peppers.

where ā and b̄ denote the gray values of two nearby pixels;

cov(ā, b̄) =
1
Z

Z∑
i=1

(āi − E(ā))
(
b̄i − E(b̄)

)
,

E(ā) =
1
Z

Z∑
i=1

āi; D(ā) =
1
Z

Z∑
i=1

(āi − E(ā))2,

E(b̄) =
1
Z

Z∑
i=1

b̄i and D(b̄) =
1
Z

Z∑
i=1

(
b̄i − E(b̄)

)2
.

The correlation distributions between the encrypted and
original images for Lena, baboon, and peppers are respec-
tively shown in Figs. 19-21. Our method efficiently reduces
the correlation of pixels compared to DNA method [40],
ciphertext diffusion in crisscross pattern [42], an improved
and enhancedmethod based on hyperchaos [43], DNA encod-
ing method [44], and hyperchaotic and DNA sequences
method [45]. The correlation coefficients between two nearby
pixels of the original images are calculated in Table 5, which
shows that two nearby pixels of the original images are
completely different. The correlation coefficients between
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FIGURE 16. Histogram of Lena (a) original image and (b) encrypted image.

FIGURE 17. Histogram of Baboon (a) original image and (b) encrypted image.

FIGURE 18. Histogram of Peppers (a) original image and (b) encrypted image.

two nearby pixels of the encrypted images is remarkably
decreased and roughly 0 in the encrypted images (see
Table 6), it indicates that two nearby pixels of the encrypted
images are quite the same. This further demonstrates that our
method can efficiently oppose statistical attacks.

d: MEAN SQUARE ERROR (MSE) AND PEAK
SIGNAL-TO-NOISE RATIO (PSNR)
Through histogram analysis, there is a significant differ-
ence in the pixel distribution of the encrypted image. But
for more accurate evaluations of the proposed encryption
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TABLE 4. Entropy analysis of the images.

TABLE 5. Correlation coefficients between two nearby pixels of the
original images.

FIGURE 19. Correlations of two nearby pixels of Lena (a) original images
and (b) encrypted images.

algorithm, the differences between the original and encrypted
images have been calculated. The MSE is determined
by (67) [41], [47]. The larger the MSE, the better security
of the method is obtained. In addition, the similarity mea-
surement index that is the PSNR is applied for measuring
the distances between pixels. The PSNR of the original and
encrypted images is given as in (68) [41], [47].

MSE =
1

(N ×M)

N∑
i=1

M∑
j=1

[o(i, j)− e(i, j)]2 (73)

PSNR = 10× log10

(
I2Max
MSE

)
(db) (74)

FIGURE 20. Correlations of two nearby pixels of Baboon (a) original
images and (b) encrypted images.

where (N ×M ) is the number of pixels in the image. IMax =
255 is the maximum pixel value of the encrypted image. And
o(i, j) and e(i, j) are respectively the pixel gray value of the
original and encrypted images at a location (i, j).

MSE for the original and encrypted images using the
proposed scheme is shown in Table 7. The PSNR between
the proposed method and the former methods is presented
in Table 8. Analysis results indicate that our method achieves
better performance and quality than DNA method [40] and
robust and lossless color image encryption method [46].

e: DIFFERENTIAL ATTACK ANALYSIS
This study uses number of pixels change rate (NPCR) and
unified average changing intensity (UACI) to test the resisting
differential attack performance of the proposed encryption
method. For the original image I , randomly change one bit in
I to obtain I ’.D andD′ are respectively the encrypted images
of I and I ’. The values of NPCR and UACI of red, green and
blue components of the encrypted image can be calculated
by [37]

NPCR =

∑
i,j
1D (i, j)

N ×M
× 100% (75)
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TABLE 6. Correlation coefficients between two nearby pixels of the encrypted images using different methods.

FIGURE 21. Correlations of two nearby pixels of Peppers (a) original
images and (b) encrypted images.

UACI =
1

N ×M

∑
i,j

D′ (i, j)− D (i, j)
255

× 100% (76)

where 1D (i, j) is

1D (i, j) =

{
1, D′ (i, j) 6= D (i, j)
0, D′ (i, j) = D (i, j)

(77)

where N and M are respectively the width and height of the
image.

For instance, for two random images, the expected val-
ues of NPCR and UACI for an 8 bit grey image are
NPCR = 99.6094% and UACI = 33.4635%. [37]. The NPCR
and UACI results for Lena, Peppers and Baboon images are
respectively shown in Table 9 and 10. Moreover, average
performance of NPCR and UACI are respectively shown
in Table 11 and 12. The results show that changing a pixel
value in an image can lead to a high resistance value. The

TABLE 7. MSE between the original and encrypted images for our
method.

respective results of NPCR and UACI are 99.6% and 33.4%
showing that our method is able to resist attacks.

f: NOISE ATTACK ANALYSIS
In reality, images are attacked by noise during communi-
cation, and using the encrypted image is a defense against
that attack. In this section, the Lena image is used as a test
image for the proposed method. Fig. 22 depicts the encrypted
image with noise Gaussian noise (GN), Salt & Pepper noise
(SPN), and Speckle noise (SN) with different noise densities
and their decrypted images. As seen from Fig. 22, almost
all information of the original image has been successfully
decrypted.

As seen in Table 13, the proposed method obtains good
resistance, where the average PSNR for speckle noise is larger
than 32 dB, the average PSNR for Gaussian noise is larger
than 28 dB, and the average PSNR for salt & pepper noise is
larger than 24 dB.

g: CROPPING ATTACK ANALYSIS
Similar to noise attack analysis, the proposed method is also
successful against data loss. Fig. 23 depicts the encrypted
images with different lost data impacts and their correspond-
ing recovered images. Also, Table 14 shows the quantitative
results of cropping attacks. As seen in Fig. 23 and Table 14,
the recovery images can be recognized even though the
encrypted images have lost 6.25 % to 25% of their informa-
tion and the PSNR value is approximately 11 dB to 27 dB.
Obviously, the decrypted images still restore most data of the
original image.

h: NIST SP800-22 TEST RESULTS
The National Institute of Standards and Technology (NIST)
SP800-22 index [47] is used to test the randomness of the
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TABLE 8. PSNR of the encrypted images for different methods.

FIGURE 22. Noise attack results. (a) Noisy images by salt & pepper with
density = 0.002, (b) decrypted image of (a); (c) Noisy images by salt &
pepper with density = 0.005, (d) decrypted image of (c); (e) Noisy images
by speckle with density = 0.000002, (f) decrypted image of (e); (g) Noisy
images by Gaussian with density = 0.000001, and (h) decrypted
image of (g).

TABLE 9. NPCR results for Lena, Baboon and Peppers.

output sequences. The NIST SP800-22 has 15 sub-tests and
a P-value may be generated by every sub-test. Based on the

TABLE 10. UACI results for Lena, Baboon and Peppers.

TABLE 11. Average performance of NPCR.

TABLE 12. Average performance of UACI(%).

TABLE 13. Quantitative results of resisting noise attacks.

instruction of [47], 100 bits in 262144 (512 × 512) bits of
encrypted image are used as input data and the corresponding
P-value is expected to fall into the range of 0.01 and 1 to
pass the test. Table 15 lists the test results. It is clear that the
binary streams of the encrypted image can pass all the sub-
tests. Therefore, the randomness of the pixels of the encrypted
image is confirmed.
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FIGURE 23. Quantitative results of cropping attacks (a) Encrypted image
with 1/16 data loss at the center, (c) Encrypted image with 1/4 data loss
at the top-left corner, (e) Encrypted image with 1/4 data loss at the
bottom-right corner, (g) Encrypted image with 1/16 data loss the top side
and 1/16 data loss at the bottom side, (i) Encrypted image with 1/16 data
loss the left side and 1/16 data loss at the right side, (b), (d), (f), (h),
(j) are decrypted images of (a), (c), (e), (g) and (i), respectively.

C. SECURE COMMUNICATION FOR AUDIO SIGNAL USING
3D GENESIO CHAOTIC SYNCHRONIZATION
The proposed RCFBC synchronization scheme is also used
for audio secure communications. Fig. 24 shows the proposed
structure of audio secure communication including a trans-
mitter (master system xm(t)) and a receiver (slave system
ym(t)). The input audio signal ss(t) is masked by a state of

FIGURE 24. The structure of the audio secure communication using
chaotic synchronization, xm(t) is master signal, ss(t) is source signal,
xsync (t) synchronized signal, n(t) is noise signal, ym(t) is slave signal,
∧
ss(t) is received audio signal.

TABLE 14. Quantitative results of cropping attacks.

TABLE 15. NIST test results for encrypted image.

the master chaotic system, which is concurrently transmitted
to the receiver. Moreover, the output signal is sent to the
receiver for synchronization using the proposed control sys-
tem. It is assumed that there has a white Gaussian noise n(t)
on the public channel. Finally, the synchronization between
the transmitter and the receiver can be attained, and the output
audio signal

∧
ss(t) is completely restored on the receiver.
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FIGURE 25. The simulation results of the audio secure communication using chaotic synchronization. (a) Master signal, (b) source audio signal,
(c) masked audio signal, (d) noise signal, (e) masked audio signal adding noise, (f) audio received signal using RCMAC, (g) error using RCMAC, (h) audio
received signal using FBELC, (i) error using FBELC, (j) audio received signal using RCFBC, (k) error using RCFBC.
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FIGURE 26. Errors for audio secure communication in chaotic
synchronization.

FIGURE 27. Control signals for audio secure communication in chaotic
synchronization.

TABLE 16. Comparison in RMSE for different methods.

Figure 25 (a)–(k) shows the simulation results for
the audio secure communication using chaotic synchro-
nization between state xm(t) and state ym(t), in which
Fig. 23 (c) shows the masked audio signal by xm(t). It can
be observed that the masked signal becomes more chaotic
than the original signal. Therefore, restoring the origi-
nal signal from the transmitted signal is not easy with-
out synchronization between the receiver and transmitter.
Fig. 25 (e) shows the masked audio signal adding noise on
the public channel. Fig. 25 (f), (h), and (j) show the recov-
ered audio signal that can be fully restored on the receiver
by using the RCMAC [34], FBELC [11], T2FBELC [13],
WIT2FQFLBEC [31], and the proposed RCFBC, respec-
tively. Figs. 26 and 27 show the errors and control signals
for audio secure communication in chaotic synchronization.
In addition, a comparison in RMSE for different methods
is given in Table 8. The simulation results show that audio
secure communication is achieved by using the proposed
method. The proposed RCFBC system gives better perfor-
mance than the others.

TABLE 17. NIST test results for genesio chaotic.

VI. CONCLUSION
This paper presents the synchronization of the 3D Genesio
chaotic system and its applications for secure communication
of images and audio signals. The parameter adaptive laws
are developed by the architecture of human brain nervous
systems, and the Lyapunov stability theorem is used to guar-
antee the convergence and system stability. The proposed
control algorithm is applied to efficiently synchronize the
master and slave systems. In addition, an image encryption-
decryption algorithm is proposed for image secure com-
munication, and the cryptanalysis shows that the efficiency
and security of the proposed encryption algorithm can be
achieved. In summary, the proposed method is an efficient
scheme for safe image and audio signal transmissions in
real-world communication applications. Firstly, future work
can combine the proposed encrypted algorithm with a water-
marking algorithm to provide a secure transfer and with the
secret key for various applications such as video, audio, and
image communications.

APPENDIX
In this study, the use of the Genesio chaotic system has to
satisfy the test results listed in Table 17, in which all P-value
of 15 sub-testsmust be larger or equal to 0.01 to pass theNIST
(National Institute of Standards and Technology SP800-22)
test. It can be seen that the binary streams of the Genesio
chaotic system have passed all the sub-tests, which means
that the Genesio chaotic system is quite suitable for image
encryption.
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