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ABSTRACT Several conventional and non-conventional transient conditions cause differential relays
associated with Phase Angle Regulators to malfunction. For Two-core Symmetric Phase Angle Regulators,
this article investigates the suitability of time and time-frequency feature-based estimators to differentiate
internal faults from other transient conditions such as overexcitation, external faults with current trans-
former (CT) saturation, and magnetizing inrush. Subsequently, the faulty core unit (series or exciting) is
located, and the transients are identified. Six well-known classifiers are trained on features extracted from
one-cycle of post transient 3-phase differential currents filtered by an event detector. Maximum Relevance
Minimum Redundancy, Random Forest, and exhaustive search with Decision Trees are used to select the
relevant wavelet energy, time-domain, and wavelet coefficient features respectively. The fault detection
scheme trained on XGBoost classifier with hyperparameters obtained from Bayesian Optimization gives
an accuracy of 99.8%. The reliability of the proposed scheme is verified with varying tap positions, noise
levels, and transformer ratings; and under different conditions like CT saturation, fault during magnetizing
inrush, series core saturation, low current faults, and integration of wind energy. As a potential application,
the methodology can be deployed to supervise microprocessor-based differential relays to improve the
security and dependability of the protection system.

INDEX TERMS Bayesian optimization, fault detection, feature selection, machine learning, phase shift
transformer, transient classification, wavelet transform, xgboost.

I. INTRODUCTION
Phase Shift Transformers or Phase Angle Regulators (PARs)
control the steady-state power flow in parallel transmission
lines and sometimes connect two independent grids. They
ensure that contingency conditions do not exceed the rat-
ings of transmission equipment. Their performance affects
the continuous and stable operation of the power system.
With a lower successful operating rate than the transmission
lines, transformer protection systems are challenged under
various conditions. Internal faults are electrically detected in a
transformer mainly with differential, overcurrent, and ground
fault relays. Differential relays detect and clear faults faster
and locate them accurately. In general, electromechanical,
solid-state, analog, and microprocessor-based relays are used
as differential relays. Predominantly, differential relays are
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used to protect the standard and non-standard transformers,
and their operation highly depends on appropriate analysis of
different electromagnetic transient events [1].

Differential protection, however, suffers from traditional
challenges of unwanted tripping in situations of magnetizing
inrush, external faults with CT saturation, and overexcitation.
These problems are addressed by current-based methods in
two ways: using harmonic restraint and waveshape identifi-
cation methods [2]. The changing complexity and operating
modes in the power system have threatened the reliability
of these methods. The percentage differential relay with
restraint, actuated by restraining current and/or harmonic
components of operating current is generally used in differ-
ential schemes. The second harmonic component identifies
magnetizing inrush, and the fifth identifies overexcitation.
The second harmonic restraint method [3] used to detect
magnetizing inrush may fail because of lower second har-
monics in transformers with a modern core [4]. Moreover,
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the protection system’s sensitivity is compromised due to
higher second harmonics during internal faults with CT sat-
uration and presence of distributed and series compensation
capacitance [5]. The fifth harmonic restraint may also fail in
case of internal faults during overexcitation. While the use
of the fourth harmonic with the second in case of inrush
and adaptive fifth harmonic pick up in case of overexcita-
tion improves security, the challenges remain. External faults
with CT saturation may also cause false trips if the set-
tings of the dual-slope current differential relays are not set
effectively [6]. Differential relays also fail to detect ground
faults near neutral of grounded wye-connected transformer
winding [1].

PARs are classified on the basis of the number of mag-
netic cores and the magnitude of source- and load-side
voltages. Two-core Symmetric PARs or Indirect Symmetric
PARs (ISPARs) have the same source- and load-side volt-
ages with two cores: series and exciting (Fig.1A). They are
the conventionally used PARs with higher security against
high voltage levels. To regulate power flow, the exciting unit
creates the required phase difference through the load tap
changer, and the forward/backward transition can be achieved
in the series secondary with a switch or change-over selectors
in the exciting secondary [7]. Taking into account the high
repair and replacement cost and to limit further damages
PARs require a sensitive, secure, and dependable protection
system. Maintaining dependability for in-zone faults and
security against no-fault conditions is a challenge. Besides the
traditional challenges associated with transformer differential
protection, high sensitivity to detect turn-to-turn (t-t) and
winding phase-to-ground faults, and security against series
winding saturation are specific to PARs [8]. Furthermore,
the phase compensation techniques used in standard differ-
ential protection with fixed phase shifts cannot be applied
for the compensation of the phase-shift across the PARs with
a non-standard phase shift [9], [10]. Consequently, special
considerations are required while designing their protection
system.

A two-element based differential protection is proposed
in [11]. It performs well for internal faults and series sat-
uration, but it suffers from other traditional and PAR spe-
cific challenges. Phase/magnitude compensation is proposed
to address the non-standard phase shift in [12]. However,
it requires tracking the tap positions and has a lower sen-
sitivity for low current faults. Reference [13] proposes dif-
ferential protection, which does not need the knowledge
of tap positions. But it applies to hexagonal PARs only.
Reference [8] proposes directional comparison-based pro-
tection, which provides overall protection addressing vari-
ous challenges, however, it needs both current and voltage
information to function. The present work attempts to pro-
vide a comprehensive alternative solution to the conventional
and non-conventional protection challenges associated with a
PAR using Machine Learning (ML).

Data Mining and ML-based methods which do not require
predefined threshold values and mathematical models have

been proposed to distinguish faults and disturbances in trans-
formers in the last two decades [14]. Neural Networks (NN)
[15], [16], Support Vector Machines (SVM) [17], [18], Deci-
sion Tree (DT) [16], [19], k-nearest neighbor (kNN) [20], and
Random Forest (RF) [21] are some of the popular algorithms
that has been used for differential protection of transformers.
Although several such studies exist in transformer protection,
this problem is insufficiently explored for PARs. Few in the
literature have considered using ML to detect faults and other
transients in PARs. In [22] internal faults were differentiated
from inrush currents using the Wavelet Transform and classi-
fiedwith aNN. The problem has not been studied consistently
because a complete PAR model with a provision to simulate
internal faults is scarce. To adequately address this ques-
tion, the ISPAR was modeled, internal faults were detected,
and transients were classified for PARs and transformers in
[23]; however, many problems like overexcitation, series core
saturation, fault during magnetizing inrush, integration of
renewables were not considered.

The present article studies the suitability of time, and
time-frequency domain features to discriminate faults from
transient disturbances like the magnetizing inrush, external
faults with CT saturation, and the overexcitation for a PAR.
The ISPAR is modeled in PSCAD using 2- and 3-winding
transformers to simulate the transients. A series of time and
wavelet features are extracted and then selected using feature
selection algorithms. An exhaustive search strategy with DT
algorithm as a wrapper is used to select wavelet coefficients.
Maximum Relevance Minimum Redundancy and Random
Forest algorithms are used to get the relevant wavelet energy
and time-domain features respectively. Six classifiers trained
and tested on 60552 transient cases simulated by changing the
system parameters demonstrate the proposed scheme’s valid-
ity. The scheme’s stability is also examined under a variety of
conditions, including fault during magnetizing inrush, series-
winding saturation, CT saturation, the addition of an inverter-
interfaced wind turbine, as well as with various transformer
ratings, tap positions and noise levels.

The remainder of this paper is arranged in the following
order. The transient events in the ISPAR aremodeled and sim-
ulated in Section II. Section III presents the proposed differ-
ential protection scheme with the event detection, extraction
and selection of features, and introduces the six classifiers.
The performance of the classifiers for detection of faults,
localization of faulty units, and classification of transients are
presented in Section IV. Section V includes the assessments
for the various non-conventional challenges that the PARmay
encounter. The last section concludes the article.

II. MODELING AND SIMULATION
PSCAD/EMTDC is used to model the ISPAR and simulate
the electromagnetic transients. The rating of the ISPAR are:
Sn = 500MVA, Vn = 230kV, maximum phase shift =
±25◦. CT1 and CT2 are located on the two sides of the
PAR. The fault model of ISPAR is not available in most
simulation software. The single-phase 2-winding transformer
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FIGURE 1. (A) ISPAR model, (B) 2-& 3-winding transformer fault model,
(C) Simulation models for overexcitation, external fault with CT
saturation, magnetizing inrush, and sympathetic inrush (top to bottom).

fault model needed for faults in the exciting unit and the
single-phase 3-winding transformer fault model needed for
faults in the series unit (Fig.1B) were designed in [23]. Equa-
tion (1) describes the voltage-current relationship for six-
coupled coils of the 3-winding transformer. The self (Li) and
mutual (Mij) inductances of the 6× 6 matrix in equation (1)
and Li and Mij of 4× 4 matrix of the 2-winding transformer
are computed from the voltage ratios, reactive part of the no-
load current (Im), and short-circuit tests. The consistency of
the proposed protection scheme is highly dependent on the
accuracy of the developed models since the learning data is
obtained from system transients that depend on these mod-
els. Hence, the 2- and 3-winding transformer fault models
are validated first in PSCAD. The saturation characteristics,
percentage of turns faulted can be changed in the 2-and
3-winding transformers. The Appendix Section includes the
Fortran script of the 1-phase 3-winding transformer.


V1
V2
V3
V4
V5
V6

=

L1 M12 M13 M14 M15 M16
M21 L2 M23 M24 M25 M26
M31 M32 L3 M34 M35 M36
M41 M42 M43 L4 M45 M46
M51 M52 M53 M54 L5 M56
M61 M62 M63 M64 M65 L6

·
d
dt


I1
I2
I3
I4
I5
I6

 (1)

In the present analysis, the internal faults, overexcitation,
external faults with CT saturation, and magnetizing and sym-
pathetic inrush conditions for ISPAR are considered. These
scenarios are studied successively in the sections that fol-
low. In the simulations, the total run-time is 10.2s, switch-
ing time (ST) is 10.0s, and the duration of faults is 0.05s
(3 cycles). The multi-run component in the master library is
employed as needed during the simulations.

A. INTERNAL FAULTS
The internal faults are simulated in primary (P) and secondary
(S) sides of exciting and series units in the ISPAR. They
include the faults occurring inside the enclosure and inside the

TABLE 1. Parameters: (a) internal ph and g faults, and (b) t-t and w-w
faults.

CT locations. They are usually caused by insulation break-
down and require faster action by protective relays to limit
the extent of the damage. The basic internal faults include
short circuits and phase (ph) faults, t-t, and winding-winding
faults. 46872 faults are simulated by varying the percentage
of turns shorted (PTS), fault resistance (FR), faulty unit (FU),
fault type (FT), fault inception time (FIT), phase shift (PS):
forward & backward, and the PAR tap positions.
Phase&Ground Faults:These include winding ph-g faults

(a-g, b-g, c-g), winding ph-ph-g faults (ab-g, ac-g, bc-g),
winding ph-ph faults (ab, ac, bc), 3-ph and 3-ph-g faults. The
values of different parameters (param) of the ISPAR used to
simulate 33264 instances are shown in Table 1a.
Turn-to-Turn (t-t) Faults: Insulation failures are respon-

sible for a major percentage of faults in a transformer. The
insulation degrades over time with thermal, electrical, and
mechanical stresses causing t-t faults which can develop into
serious faults if go undetected [24]. They are challenging to
detect, particularly when PTS is low. The values of different
parameters resulting in 9072 cases are displayed in Table 1b.
Winding-winding (w-w) faults: Transformer aging and

short circuits degrade the insulation between LV and HV
winding and cause winding failure [24]. The values of
different parameters used to obtain 4536 cases are listed
in Table 1b.

B. OVEREXCITATION
Faults due to over fluxing develop slowly and cause deterio-
ration of insulation and may lead to major faults. They cause
heating and vibration and can damage the transformer [25].
Since it is difficult for differential protection to control the
amount of overexcitation a transformer can tolerate, tripping
of the differential element during overexcitation is undesir-
able. Generally, 5th harmonic restraint is used to restrain the
operation of differential relays [26]. Several conditions may
lead to overexcitation in electrical systems. Here, two such
situations have been modeled: overvoltage during load rejec-
tion and capacitor switching (Fig.1C). The typical differential
current waveforms for these are shown in Fig.2a and Fig.2b.
Parameter values are listed in Table 2a.

C. EXTERNAL FAULT WITH CT SATURATION
External short circuit stresses the PAR and reduces the trans-
former life. A non-zero differential current flows due to
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TABLE 2. Parameters: (a) Overexcitation, and (b) Magnetizing inrush and
Sympathetic inrush.

FIGURE 2. 3-phase differential currents for (a) load rejection,
(b) capacitor switching, and (c) CT saturation during external faults.

TABLE 3. Parameters for external faults on line1 & line2.

saturation of CTs during external faults and may lead to
false trips [27]. Raising the bias threshold of differential
relays may ensure stability, but then the sensitivity for in-zone
internal faults is reduced. The fault location (FL) is varied
while simulating these cases (Fig.1C) besides FR, FT, FIT,
tap position, and PS (Table 3). Fig.2c shows the differential
current for an external lg fault with PS = forward, FIT =
10.0083s, FL = line1, and FR = 1� at full tap.

D. MAGNETIZING INRUSH
When a transformer is energized, a high inrush current of
the order of 10-15 times of normal current flows because
of the saturation of the transformer core. Second harmonic
restraint relays may fail to detect inrush currents in modern
transformers having high flux density. In addition to the tap
positions and PS, 8R and t′ present in the flux equation
expressed as:

8 = 8R +8mcosωt ′ −8mcosω(t + t ′) (2)

FIGURE 3. B-H curve of exciting transformer unit.

FIGURE 4. 3-phase differential currents for (a) Magnetizing inrush, and
(b) Sympathetic inrush.

where 8R = residual flux density (RFD), 8m = maximum
flux, and t ′ = switching time (ST) are the important param-
eters [28]. To get the desired residual fluxes, DC currents are
injected in the phases. The current values are obtained from
the x-coordinates of the B-H curve (Fig.3). Table 2b shows
the values of RFD, ST, PAR taps, and PS used to obtain the
2520 cases. Fig.4(a) shows typical differential currents for a
magnetizing inrush with tap= full, ST= 10s, PS= forward,
and RFD = 0 in all phases. The exciting transformer unit
in the ISPAR is considered to be responsible for the inrush
currents [9].

E. SYMPATHETIC INRUSH
Sympathetic inrush can occur when a power transformer is
switched on in a power network with already energized PARs
(Fig.1C). The flux change per cycle which drives the PAR to
saturation is given by equation (3).

18 =

∫ 2π+t

t
[(Rsys + Rpar )i1 + Rsys · i2] (3)

where Rsys = system resistance, Rpar = resistance of PAR,
and i1 and i2 are magnetizing currents of PAR and the
incoming transformer [29]. This interaction between the
incoming transformer and the PAR may lead to failure of
differential relays. Some factors responsible for such mal-
operations are: cores with soft magnetic material, application
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FIGURE 5. Flowchart for fault detection and localization.

of superconducting technology in windings, and CT partial
transient saturation [4]. Here the incoming transformer is
energized at t = 10s and the values of 8R and t′ which
significantly influence the inrush currents are varied (See
Table 2b). Fig.4(b) shows the differential currents for tap =
0.2, ST = 10.0069s, PS = backward, and no RFD.
The differential currents obtained from the 60552 tran-

sients of internal faults, overexcitation, external faults, and
inrush currents simulated in this section will be prepro-
cessed to obtain the relevant time and time-frequency
features and used as inputs to the six classifiers for
detection and classification of the transients in the succeeding
sections. The complete dataset is available on IEEE
Dataport [30].

III. THE PROPOSED PAR DIFFERENTIAL PROTECTION
Fig.5 depicts the proposed time and time-frequency domain
based protection and classification scheme having three
applications: detection of internal faults (DIF), localization of
faulty unit (LFU), and classification of transient disturbances
(CTD). The event detector (ED) detects the change in the
differential currents (IP-IS ) if the ED index in any phase is
more than the threshold α and registers one cycle of post
transient 3-phase differential currents. These currents are
preprocessed to obtain detailed wavelet-coefficients (WC),
wavelet-energy (WE), and time-domain (TD) features. The
proposed scheme can be seen as a design having three clas-
sifiers. The fault detector is the first classifier (Xgb-1). It
recognizes the internal faults with ‘‘0’’ and transient distur-
bances with ‘‘1’’. Thus, Xgb-1, together with the NOT gate
regulates the operation of the trip/restrain function block by
obstructing the transient disturbances and allowing internal
faults. The transient classifier is the second classifier (Xgb-2),
which examines an event further if the output of Xgb-1 is
‘‘1’’. It can identify the disturbance responsible for faulty
operation of the conventional relay block (CRB) (Xgb-1 is
‘‘1’’ & CRB is ‘‘1’’). The fault locator is the third classifier
(Xgb-3). It locates the defective transformer core unit as
series or exciting (Xgb-1 is ‘‘0’’ & CRB is ‘‘1’’).

A. EVENT DETECTION
The differential currents become non-zero when a power
system transient occurs. The ED which detects this change
and computes the fractional increase between cumulative sum
of modulus of samples of two successive cycles is defined by
equation (4).

ED(t) =

∑nc+t
i=t |Idφ(i)| −

∑nc+t
i=t |Idφ(i− nc)|∑nc+t

i=t |Idφ(i)|
(4)

where nc is number of samples in one cycle, Id is differential
current, φ denotes the 3-phases, and i is the sample number
starting at the second cycle. The 3-phase differential current
samples are recorded by the ED filter from the time when

ED(t) ≥ α = 0.05 (5)

in any of the three phases. In the absence of transients, ED(t)
values are negligibly small [31]. These recorded samples are
used for the feature extraction.

B. FEATURE SELECTION METHODS
The success of any classification algorithm highly depends
on the input features. Feature selection is critical in reduc-
ing the classification error. Given a dataset with features
X = {xj; j = 1,..,N} and target y, feature selection obtains
a subset of S features from the N-dimensional space to
distinguish y, boosting the interpretability and reliability of
predictions, and reducing the time complexity.

1) MAXIMUM RELEVANCE MINIMUM REDUNDANCY
(mRMR)
Feature selection methods based on mutual information,
F-test select the top features without considering the relation-
ship among the selected features. They calculate the mutual
information as a score between the joint distribution of all fea-
tures (xi) and target y and select the features with the largest
score. However, the selected features might be correlated and
not cover the whole space. mRMR penalizes a feature’s rele-
vancy using the mutual information score by its redundancy
when other features are also present. It searches for features
S satisfying equation (6) to select the features with highest
mutual information I(xi;y) to target variable y and satisfying
equation (7) to reduce the redundancy of the features selected
using maximum relevance (equation (6)) [32].

maxD(S, y),D =
1
|S|

∑
xi∈S

I (xi; y) (6)

minR(S),R =
1
|S|2

∑
xi,xj∈S

I (xi; xj) (7)

Here I(xi;y) and I(xi; xj) are mutual information that deter-
mine the amount of difference between the joint distribution
and product of marginal distributions of the pair of random
variables involved.
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2) RANDOM FOREST FEATURE SELECTION
Random forest as a classifier performs implicit feature selec-
tion during training for classification, which results in higher
accuracy. This implicit feature selection is utilised to rank a
feature xi which adds the impurity decrease 1i(τ,T ) for all
nodes τ where xi is used and is averaged over all trees, T [33].
The feature importance is defined by equation (8).

Imp(xi) =
1
T

∑
T

∑
τ

1i(τ,T ) (8)

Here i(τ ) is the ‘gini impurity’ at node τ , expressed as:

i(τ ) = 1−
c∑
i

(pi|τ )2 (9)

where pi is the fraction of samples that belongs to the ith class
of the c classes.

The input features for the six classifiers are obtained using
the feature selection methods that consider time-domain and
time-frequency domain features.

C. FEATURES SELECTED
The composition of a signal can be analyzed by differ-
ent time-domain statistics and frequency components. Time-
domain analysis provides the transitory response of a system
and allows a better understanding of the flow of electrical
quantities. Wavelet transform is suitable for decomposing
an aperiodic signal into frequency bands, and their time-
frequency analysis has been used in several applications that
require time and frequency information simultaneously: gait
analysis, fault detection, ultra-wideband wireless communi-
cations, etc.

1) WAVELET COEFFICIENT (WC)
Discrete Wavelet Transform (DWT) quantifies the similarity
between the original signal and the wavelet function by the
detail (dl) and approximation (al) coefficients [34]. The low
and high-frequency components are obtained at each decom-
position level l using equation (10) and equation (11).

al(k) =
∑
lk

wϕ(lk−2k)al−1(lk ) (10)

dl(k) =
∑
lk

wψ (lk−2k)al−1(lk ) (11)

where wϕ , wψ are the low and high pass filters. The
mother wavelet and decomposition level influence the detail
coefficients and thus the classification accuracy. However,
researchers [15], [16], [18]–[20] have arbitrarily chosen the
wavelet function and decomposition level without justifying
their use. To address this issue, [35] used Particle Swarm
Optimization to obtain the optimal wavelet functions com-
bination to extract the most prominent features for classifi-
cation of faults and [36] used harmony search algorithm to
determine the suitable wavelet functions and decomposition
levels.

Here multilevel 1D DWT is used with wavelet fam-
ilies ‘Daubechies’, ‘Symlets’, ‘Coiflets’, ‘Biorthogonal’,
‘Reverse biorthogonal’, and ‘Discrete Meyer’ to extract
the WCs. The wavelet functions in each wavelet family
(‘Daubechies’- db1 to db38, ‘Symlets’- sym2 to sym20,
‘Coiflets’- coif1 to coif14, ‘Biorthogonal’- bior1.1 to bior6.8,
‘Reverse biorthogonal’- rbio1.1 to rbio6.8, ‘Discrete Meyer’-
dmey) are decomposed at different levels. The maximum
useful level of decomposition chosen to avoid edge effects
caused by signal extension is given by the equation (12).

Maximum level = blog2(
signal length

filter length− 1
)c (12)

Features (wavelet functions + decomposition level) for
DIF are chosen using a classifier-involved method. The detail
coefficients of the 3-phase differential currents obtained from
each of these wavelet functions at the permissible decom-
position levels are used to train and test DT (the baseline
classifier here), finding the one which minimizes the error
rate. Five WCs with the best balanced accuracies averaged
over 10 runs are selected. Thus, bior2.2 at level 3, db4 at
level 4, rbio3.3 at level 3, rbio4.4 at level 4, and sym4 at
level 4 are obtained for DIF. The same features are used for
LFU and CTD as well.

2) DIFFERENTIAL WAVELET ENERGY (WE)
Wavelet energy is also a powerful tool to extract features.
The differential WE is employed for differential protection
of transformers in [37], [38]. The detail WC energy of the
different wavelet functions that belong to the above men-
tioned wavelet families are combined to form a new set of
inputs. The energy associated with the WCs for each wavelet
function at all permissible levels considering one cycle post-
transient 3-phase differential is calculated using

Ewdl =
∑
k

|dl(k)|2 (13)

The top 10 WE features are then obtained using mRMR
feature selection method, which finds the optimal feature
subset considering the importance of the features and their
correlations. An exhaustive search over 210-1 combinations
of the 10 features obtained with mRMR is performed using
kNN and DT as the baseline classifiers to obtain the optimum
number of features. It is noticed that the accuracy vs the
number of features curve of both kNN and DT improved
up to 6 features and then started decreasing as the number
of features increases (Fig.6a). These 6 WE features, namely
rbio3.1, sym17, bior3.9, rbio3.9, coif13, and dmey are thus
selected and combined to form the inputs to the classifiers.

3) TIME-DOMAIN (TD) FEATURES
The 3-phase differential currents are also used to extract a
comprehensive number of TD features. The entire feature list
consisting of 63 features can be obtained from [39]. Random
forest feature selection method is used to rank these features
in the order of information gain. Subsequently, the number
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FIGURE 6. Selecting optimal number of features: (a) Wavelet energy, and
(b) Time-domain features.

and combination of most relevant features are obtained by
an exhaustive search over 210-1 combinations of the top
10 features ranked by Random Forest feature selection using
kNN and DT classifiers as the baseline again. It is observed
that the accuracy vs the number of features curve of both
kNN and DT improved up until 5 features and then started
decreasing with any further increase in the number of fea-
tures (Fig.6b). These 5 TD features, namely average change
quantile, sample entropy, excess kurtosis, variance, and
complexity invariant distance are detailed in the following
part.

� Average Change Quantile = 1
n′

∑n′−1
t=1 |Idφt+1 − Idφt |,

computes mean of absolute consecutive changes in the
signal inside two values: qh and ql having n′ samples.

� Sample Entropy measures time complexity by comput-
ing the negative logarithm of the probability that sub-
series of length m have distance < r, then subseries of
length m+1 also have distance < r.

� Excess Kurtosis = µ4
σ 4
− 3, is the fourth standardized

moment with mean µ and standard deviation σ .
� Variance= 1

n

∑n
t=1(Idφt −µ)

2 where n is total samples.

� Complexity Invariant Distance=
√∑n−1

t=1 (Idφt+1 − Idφt )
2,

estimates the time series complexity. A time series hav-
ing more peaks, valleys etc. has a higher value.

Once the wavelet functions and the corresponding decom-
position levels are obtained using theDT as baseline, theWCs
are used to train and test RF, Xgb, NB, SVM, NN, and kNN
classifiers. Similarly, the WE and TD features selected using
the DT and kNN as baseline classifiers are used to train and
test the six classifiers.

D. CHOICE OF CLASSIFIERS
A variety of classifiers are used to evaluate the validity of the
proposed feature-based protection scheme. Tree-based ML
estimators: random forest (RF), and XGBoost (Xgb) having
superior performance are very popular in data mining. The
other classifiers used are Naive Bayes (NB)- a probabilistic

classifier competitive in many applications; Support-vector
machines (SVM)- basically a non-probabilistic classifier;
Neural Networks (NN)- inspired by the human brain and
adapted in a variety of applications ranging from social net-
working to cancer diagnosis; and k-nearest neighbors (kNN)
where the system generalizes the training data after receiving
a query.

1) RANDOM FOREST
RFs are ensemble learning methods with reduced variance
and better performance, which constructs numerous decision
trees during learning and predicts the target, which is the
mode of all predictions. Each tree constitutes a random subset
of the training set and each node is split considering a subset
of input features. While individual trees may overfit, averag-
ing the predictions of all trees reduces the variance [33]. RF
has also been used to select the important time-series features
in Section III-C3.

2) EXTREME GRADIENT BOOSTING (XGBoost)
Xgb is a supervised learning algorithm that sequentially
combines weak learners into a stronger one, with each new
model attempting to correct the previous model minimizing
the objective function given by

J (t) ≈
n∑
i=1

[aiwc(xi) +
1
2
biw2

c(xi)]+ γL +
1
2
λ

n∑
i=1

[w2
j ] (14)

where a(.) and b(.) are the first and second-order derivatives of
mean square error loss, c(.) assigns data to the corresponding
leaf, w is score vector on leaves, γ is complexity, λ scales
the penalty, and L is the number of leaves. The regularization
term expressed as:

� = γL +
1
2
λ

n∑
i=1

[w2
j ] (15)

present in the objective function is added as an improvement
to reduce overfitting [40]. Xgb is one of the best gradient
boosting machine frameworks and has become popular as
the algorithm of choice for many winning teams of ML
competitions.

3) NAIVE BAYES
NB is the simplest Bayesian Network model that applies
Bayes’ Theorem to classify the target on the basis of condi-
tional independence of every pair of features given the value
of the class variable y [41]. It is based on estimating P(A|B),
the probability density of features A given class B. It has
lesser training time and requires smaller training data. NB
has shown good performance for applications such as text
categorization, spam filtering, and medical diagnosis.

4) SUPPORT VECTOR MACHINES
SVMs are memory-efficient classifiers that use the kernel
method to create hyperplanes that separate the input data in
high dimensional feature spaces [42]. The training samples
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and the boundaries are called the support vectors and hyper-
planes respectively. Generally, a larger distance between the
hyperplane and the nearest training sample leads to a lower
generalization error of the classifier. Radial Basis Function
and polynomial kernels were used in the study.

5) NEURAL NETWORK
The NN used is a fully connected feedforward network con-
sisting of two hidden layers of perceptrons between the input
and the output layer. It learns a non-linear function approxi-
mator f (.) : RS −→ Rc with S features and c outputs through
back-propagation [43]. It is an effective and efficient pattern
recognition technique for ML applications.

6) K-NEAREST NEIGHBOR
kNN is an instance-based non-parametric supervised learning
used in applications of data mining, pattern recognition, and
image processing, which computes the class of an instance by
majority voting of the k (an integer) nearest neighbors of each
query point. The training phase involves storing the features
and target labels [44]. kNN has also been used as the baseline
to select the optimum number of features in Section III-C2
and Section III-C3.

E. BAYESIAN HYPERPARAMETER OPTIMIZATION
The performance of an ML algorithm depends on the choice
of hyperparameters. Bayes’ Theorem and Gaussian Pro-
cess (GP) are used to optimize the hyperparameters of the
classifiers used. Specifically, to get the optimal parameters for
computationally intensive training of Xgb, which has numer-
ous hyperparameters, the Bayesian Optimization has been
used. It constructs a probabilistic surrogate of the objective
function from the previous observations and then generates
the next candidate of parameter list zi+1 by optimizing the
surrogate function. GP is used to model prior on f . The
acquisition function u proposes the next sampling points in
the search space. The Bayesian Optimization with GP is
described in Algorithm 1 [45].

Algorithm 1 Bayesian Optimization
Collect initial observations Dn = {zi, f (zi); i = 1, . . . , n}.
for n = 1, 2, . . . do

Obtain the next sampling point zn+1 by optimizing the
acquisition function over the GP: zn+1 = arg maxz u(z|Dn).

Calculate yn+1 = f (zn+1).
Augment observations Dn+1 = {Dn, (zn+1, yn+1)} and

update the GP.
end of for

IV. RESULTS
The 3-phase differential currents acquired from CT1 and
CT2 are sampled at a frequency of 10kHz. The features
extracted and selected from the 167 post transient samples
per phase and registered by the ED are used for training
the six classifiers. The input dimension of the training and

TABLE 4. Performance with WCs for DIF.

testing cases varies depending on the level of decomposition
and wavelet function chosen when WCs are used as features.
In the case of TD features, the input dimension is 15 (5× 3),
and withWE as feature, it is 18 (6×3). To reduce the classifi-
cation error and improve the generalization, 10-fold stratified
cross-validation and Bayesian search are applied, which use
the available data effectively and train the classifiers on
optimized hyperparameters. Normally, the performance of an
estimator is evaluated with the accuracy metric. However,
in the case of data imbalance between classes, the results
are biased. Hence, balanced accuracy (η̄) calculated
using

η̄ =
1
2
(

TP
TP+ FN

+
TN

TN + FP
) (16)

for a two-class problem is used to compute the performance.
T, F, P, and N represent true, false, positive, and negative
respectively in the equation, which gives the average accuracy
obtained for all classes [46].

A. DETECTION OF INTERNAL FAULTS (DIF)
Since the occurrence of any power system transient event is
unpredictable in time, the use of an ED becomes imperative.
The correct distinction of internal faults from the other tran-
sients is the foremost classification task. The security and
dependability of the proposed method depend on the type 1
error (FP) and type 2 error (FN) of this binary classifica-
tion problem. The lower the classification error, the better
is the performance of the entire scheme. To achieve this,
the six classifiers are trained on 48442 cases and tested on
12110 cases of one-cycle of the post fault differential cur-
rents simulated in section II. The classifiers are trained with
three sets of features, and the testing accuracies are reported.
First, the selected WCs obtained using exhaustive search by
training DTs are used as the inputs, and the classification
performance is shown in Table 4. Xgb gives the best η̄
of 99.8% on ‘rbio4.4’ at level 4. Second, the classifiers are
trained on the 6WE features obtained by an exhaustive search
of 210-1 different combinations of the top 10 WEs ranked
using the mRMR algorithm. Table 7 shows the classification
performance on the 6 features of the different classifiers. Xgb
overshadows the rest of the classifiers with η̄ of 99.5%. Third,
the 5 features obtained again from an exhaustive search over
210-1 different combinations of the 10 TD features ranked
using RF are put-to-use. Table 8 shows the performance of
the six classifiers. Again, Xgb gives the best performance
with η̄ = 99.8%.
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TABLE 5. Performance with WCs for LFU.

TABLE 6. Performance with WCs for CTD.

TABLE 7. Performance with WE.

TABLE 8. Performance with TD.

B. LOCALIZATION OF FAULTY UNIT (LFU)
After the fault detector recognizes an internal fault, the faulty
unit (exciting or series) is identified using the one-cycle data
from the post fault differential currents. The six classifiers
are trained on 37498 fault cases and tested on 9374 cases
for LFU. Table 5 shows the classification performance on
selected WCs as features, and Table 7 shows the same for
WE features. Table 8 shows the classification performance
on TD. Xgb performs better than the other classifiers with
an η̄ of 98.8% obtained using TD features, η̄ of 97.8%
with ‘rbio4.4’ at level 4, and η̄ of 98.3% with WE as
feature.

C. CLASSIFICATION OF TRANSIENT DISTURBANCES (CTD)
The different transient disturbances: overexcitation, exter-
nal faults with CT saturation, magnetizing and sympathetic
inrush are also classified after the fault detector identifies
them as no-fault transients. Table 6 shows the performance
on selected WCs, table 7 on WE features, and table 8 shows
the same for TD features of the six classifiers. 10944 cases
are used for training and 2736 cases are used for testing the
classifiers. Xgb outperforms the other classifiers with an η̄
of 99.9% obtained with the TD features, η̄ of 98.7% with WE
as feature, and NN gives the best η̄ of 99.4% with ‘rbio4.4’
at level 4.

TABLE 9. Computational time of the three models.

FIGURE 7. Comparison of operating time of different protection
techniques.

D. EXECUTION TIME
The proposed method can be faster than the operation time
of 1-2 cycles of a conventional relay with harmonic blocking.
The execution time (average time of 100 runs) for the feature
extraction, training, and testing of the Xgb models for the
three tasks with WC, WE, and TD as features are computed
on Intel Core i7-8665U CPU @1.90 GHz, 16 GB RAM
(See Table 9). The in-service operating time of the fault/no-
fault decision would include time to extract the feature for
a single instance and then testing it on the already trained
Xgb model. Xgb trained on ‘rbio4.4’ is the fastest taking
(16.67+1.6+0.13) = 18.4ms with a η̄ of 99.8%. It takes
32.6ms with TD and 19.7ms with WE. To test the scheme
for further reduction in computation time, the Xgb is trained
and tested on 84 samples (1/2 cycle) of the 60552 cases. The
results show that the proposed technique performs well with
(8.34+1.2+0.12) = 9.65ms operating time and η̄ of 99.2%.
The time taken for LFU and CTD can be obtained from
the columns ‘Testing time’ and ‘Feature extract time’ of
the table. Noting that computations can be further opti-
mized, these processing times are suitable for future real-time
implementation.
Comparison of Operating Time: Fig.7 shows the oper-

ating time of the proposed technique on one cycle and
1/2 cycle, current differential-based techniques [12], and
[13]; and directional-based technique [8]. The computational
time of 9.65ms of the proposed scheme on 1/2 cycle suggests
that ML-based differential protection schemes can compete
with the previously proposed techniques [8], [12], [13].

V. PERFORMANCE EVALUATION FOR
NON-CONVENTIONAL AND ADDITIONAL CHALLENGES
The security and dependability of the proposed method are
also tested for various system conditions in addition to the
aforementioned traditional challenges in Section II. These
conditions, namely the integration of type-4 wind turbine,
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FIGURE 8. WTG connected at bus 2.

fault during magnetizing inrush, series winding saturation,
change in tap positions, change in rating, saturation of CT,
presence of noise, and low current faults which can jeopardize
the reliability of the relay are discussed in this section.

A. EFFECT OF INTEGRATION OF WTG
The type 4 Wind Turbine Generators (WTG) have complex
fault characteristics and are very different from conventional
generators. It is also expected that systems with high wind
penetration may experience larger frequency deviations after
system disturbances and in the absence of accurate modeling
of its dynamics and fault behavior, the transformer differen-
tial protection may mal-operate [47]. A permanent magnet
synchronous machine connected to the grid by a full-scale
converter is considered in this study where the converter
limits the fault current from 1.1 to 1.5 times the rated load
current. The stability of the proposed schemewith theWTG is
validated by the accuracy of 100% obtained on 5049 cases of
internal faults and 6360 cases of transient disturbances. The
fault cases are simulated by varying the tap positions, PS, FR,
FIT, and FT (Fig.8). Due to grid side interface similarities,
this analysis is also applicable to systems with photovoltaic
generations [48].

B. EFFECT OF SERIES WINDING SATURATION
Since the voltage rating of the series winding connecting
the source and load is lower than the rating of the overall
system, it may saturate when subjected to considerable volt-
age increase. The security of traditional differential protec-
tion is tested in such conditions [11]. The stability of the
proposed scheme during series winding saturation is tested
by increasing the source voltage from 120% to 150% of the
nominal voltage in steps of 10%. 3000 cases of internal faults
and 720 cases of series winding saturation are simulated by
varying the tap positions, PS, and magnitude of overvoltage.
Since the number of cases is imbalanced, Synthetic Minority
Over-sampling Technique (SMOTE) [49] is used to over-
sample the series winding saturation cases. Xgb gives an
accuracy of 100% on 3000 cases of each class.

C. EFFECT OF CHANGE IN TAP POSITION
Generally, the transformer tap changer effect is taken into
account with a corrected input of the primary voltage. The
proposed technique considers different tap positions and
tackles possible mal-operations in case of transients due to
non-standard phase shifts without tracking the tap-changer
positions. 3000 cases of internal faults and 648 cases of

tap-change cases are simulated by varying the tap positions,
PS, and ST. It gives an accuracy of 99.9% on 3000 cases of
each obtained by oversampling the tap-change cases using
SMOTE.

D. EFFECT OF FAULT DURING INRUSH
The harmonic restraining or blocking differential relays are
used to ensure security during magnetizing inrush; however,
conventional relays’ operation is delayed if faults occur dur-
ing magnetic inrush. To ensure dependability, 12292 cases
of inrush and faults during inrush are simulated by varying
the parameters discussed in section II. η̄ of 100% suggests
that the proposed scheme performs well in the event of faults
during magnetizing inrush.

E. EFFECT OF CHANGE IN RATING
The PAR model, as well as the system parameters, influence
the simulation and hence the training. Tolerances also exist
in the transformer’s, line’s, and other parameters. The pro-
posed scheme works even if an ISPAR of a different rating
is considered. 6912 internal faults and other transients are
simulated for an ISPAR with Sn = 450MVA, Vn = 345kV
by varying FR, PAR tap position, FT, FIT, ST, etc. The same
Xgb-1 model, which was trained on Sn = 500MVA, Vn =
230kV, is used to test these 6912 cases. The stability of the
scheme is substantiated by η̄ of 99.3%.

F. EFFECT OF CT SATURATION
The impedance of CT secondary may influence the level of
harmonics in the differential currents. To study the effect
of saturation of the CTs, the burden and CT secondary
impedance are changed. η̄ of 100% on 6912 cases of internal
faults and other transient disturbances obtained by varying the
different parameters discussed in section II validate the relia-
bility of the proposed scheme for CT saturation conditions.

G. EFFECT OF NOISE
In the real-world presence of noise during the capture and
processing of differential currents may affect the protection
system’s stability. The white Gaussian noise of different
Signal-to-Noise-ratio (SNR) is added to the data to study its
effect on the proposed method. Table 10 shows the accuracy
of Xgb for noise levels from 40dB to 20dB. The classifier
performs poorly with lower SNR, but even then always above
80.2% ( 93.4+67.82 ). The η̄ varies from 99.8% with no noise
to 80.2% for SNR of 20dB. The accuracy dips down further
to 67% for a SNR of 10dB which is understandable as the
ratio of the desired information to the undesired signal is only
about 3.16.

H. LOW CURRENT t-t & WINDING PH-G FAULTS
The proposed algorithm performs well for both high resistive
winding ph-g faults and t-t faults also. To test its sensitivity,
t-t faults with 2% of the series winding shorted, and winding
ph-g faults with high resistance of 50� in the series winding
are simulated. The ED was able to detect the 48 winding ph-g
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TABLE 10. Effect of noise.

and 144 t-t faults obtained by varying the tap positions, FR,
and FIT.

VI. CONCLUSION
This article addresses the problem of detection and localiza-
tion of faults and classification of transients for an ISPAR.
The internal faults are distinguished from overexcitation,
external faults with CT saturation, and inrush conditions.
After that, depending on the detection of a fault, the faulty
unit (ISPAR series or exciting) is located, or the transient
disturbances are classified.Wavelet and time-domain features
obtained from one cycle of post transient 3-phase differential
currents registered by the event detector are used to train six
prominent classifiers. Firstly, the classifiers are trained with
the most important WCs obtained by exhaustive search using
DT. Secondly, the top WE features obtained using mRMR
are put-to-use. Lastly, TD features selected by maximizing
the information gain are used. It is observed that overall
XGBoost trained with the TD features outperforms the other
models for DIF, LFU, and CTD; and when both accuracy
and computation time are considered the XGBoost model
trained on ‘rbio4.4’ WC is superior for DIF. On top of fault
detection with η̄ = 99.8%, localization with η̄ = 98.8%,
and classification of transients with η̄ = 99.9%, the proposed
scheme has several benefits over the conventional differential
relays:

� the proposed scheme is more dependable for fault during
magnetic inrush and sensitive to low current turn-to-turn
and winding ph-g faults;

� it is secure to magnetic and sympathetic inrush, overex-
citation, external fault with CT saturation, series wind-
ing saturation, CT saturation, tap position changes, and
integration of WTG;

� it takes care of the non-standard phase shift in the PAR
without tracking the exciting unit tap positions;

� the proposed technique is robust to change in PAR rat-
ings and noise in measurements;

� it does not need additional voltage or phase information.

The protection scheme advanced in this article can inte-
grate with standard microprocessor-based differential relays
and offer supervisory control over their operation, thus
improving the stability of the power system and providing a
complete solution to the problem of PAR protection.

APPENDIX
Fortran code for single-phase 3-winding transformer fault
model
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