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ABSTRACT Electrical discharge machining (EDM) can effectively solve the shortcomings of traditional
machining processes that cannot process special materials, so it is widely used on workpieces with strong
hardness materials, such as titanium alloys and tool steels to produce various molds and dies. However,
the operating procedures of EDM are quite complicated and low machining productivity. To improve
machining efficiency, this study develops an intelligent system that adaptively controls debris removal
operations instead of using preset debris removal parameters. A feature extraction method is proposed in
this study to effectively identify the machining states from streaming images of the machining curve for
evaluating the appropriate time of the debris removal operation. Then, the extracted features feed into the
artificial neural network model to establish a debris removal predicted model. The preliminary experimental
result shows that the established predicted model can achieve an accuracy of 96.93% for a testing dataset
containing 750machining curve images. To further verify the effectiveness of the proposed intelligent system
in improving EDM efficiency, we integrate the debris removal predicted model into the EDM machine and
test it on the manufacturing site. Compared with the preset debris removal parameter, the proposed intelligent
system can save nearly 38.60% of machining time for the machining depth of 6.45mm under specific EDM
conditions.

INDEX TERMS Artificial intelligence, debris removal operation, electric discharge machining, intelligent
system, machining efficiency.

I. INTRODUCTION
Electrical discharge machining (EDM) is one of the most
widely used non-conventional material removal processes in
manufacturing. It is extensively used on workpieces with
strong hardness materials to produce various shapes of molds
and dies [1]–[3]. The basis of the EDM process is to remove
material from the part by performing a series of repeated
discharges between a tool called electrode and the work-
piece in the presence of a dielectric fluid [4], [5]. During
the EDM process, the electrode and the workpiece need to
be separated by a certain distance (known as the sparking
gap) to facilitate the sparking. Since EDM does not make
direct contact between the electrode and the workpiece, it can
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eliminate mechanical stresses, chatter, and vibration prob-
lems during machining [1], [3]. As the times evolve, several
EDM variations such as wire-cut EDM, micro-EDM, and
die-sinking EDM have emerged in the industry to cope with
the machining of exotic materials or super hard metal alloys
used exclusively to manufacture aeronautical and aerospace
parts [1].

EDM has always been regarded as a difficult traditional
topic in the manufacturing industry because the operation
procedures of EDM are quite complicated and the slower
material removal rate (MRR) [4]. Related studies aim to
develop technological solutions to allow the EDM operators
to quickly determine the optimal machining parameters to
improve machining productivity on the various performance
measures, such asMRR, surface quality, and machining time.
The commonly used machining parameters in EDM can
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be broadly divided into two categories: namely electronic
and non-electronic parameters [1], [3]. At present, many
researchers have deeply explored the influence of electric
parameters such as current, voltage, pulse on and off-time,
etc., on improving the EDM efficiency [6]–[10]. Fenggou
and Dayong [7] had developed an intelligent system to auto-
matically determine and optimize the processing parameters
in the die-sinking EDM process with artificial neural net-
works (ANN). It showed that taking the current peak value
as the core feature is quite adequate and can achieve a good
machining speed under the premise of guaranteeing process-
ing accuracy. Salonitis et al. [8] simulated the die-sinking
EDM process by the proposed a theoretical thermal model.
The proposed model’s predicted results concluded that the
increase of the discharge current, the arc voltage, or the
spark duration results in higher MRR and coarser workpiece
surfaces. Joshi and Pande [9] proposed an intelligent model
for the EDM process using the finite-element method (FEM)
and ANN. An ANN model was designed to establish a rela-
tion between input machining conditions such as discharge
power and spark on time and the machining performance
measures such as MRR and tool wear rate (TWR). The cur-
rent and the pulse off-time are the most significant machining
parameter for MRR in stainless steel from the investigation
of Rajmohan et al. [10]. But there is related research also
reported that an increase in pulse off-time does not affect
MRR and surface roughness (SR).

Besides electrical parameters, non-electrical parameters
such as the flushing of dielectric fluid, influence of different
types of dielectrics, vibration integration with the workpiece
and electrode, and the electrode jump height also play a
critical role in delivering optimal performance measures [1].
Due to the vibration assisted conventional EDM process can
greatly improve the efficiency of process, this topic has been
attracting the attention of researchers [11], [12]. Nguyen and
Pham [12] has been made on Taguchi based single-objective
optimization of vibration assisted die-sinking electrical dis-
charge machining process while machining SKD61 die steel.
In their experimental investigation, it has been found that
MRR has been significantly improved by vibration opera-
tions into the workpiece. Dielectric fluids play an extremely
important role in productivity, cost and quality of processed
parts during EDMprocess.Wang et al. [13] conducted a com-
parative study on the performance of composite dielectrics,
kerosene and distilled water, and reported that MRR and
SR performed better when machining titanium alloys with
composite dielectrics. Sadagopan and Mouliprasanth [5]
investigated the effect of using different dielectrics, such
as, biodiesel, transformer oil and kerosene on the material
removal rate, electrode wear and surface roughness in EDM
based on Taguchi’s design of experiments. They found that
biodiesel can be used as a dielectric in EDM. It gives high
MRR and less electrode wear rate (EWR) when compared
to the widely used kerosene dielectric. The accumulation of
debris in the machining gap results in poor performance of
EDM because it will cause carbon deposition phenomena

and accumulate and connect between the electrode and the
workpiece, which can easily lead to instability in the machin-
ing process, thereby affecting the machining quality and
MRR [14].

Debris removal operations are a critical measure of
improving the carbon deposition phenomena in EDM. When
performing debris removal operation, the electrode tool will
be raised (electrode jump) to increase the spark gap to
make the dielectric current have enough space to remove the
debris [15]. Most scholars currently focus on observing the
influence of electrode jump height on the machining gap’s
debris movement using numerical simulation to obtain good
machining stability [16]–[19]. Centin et al. [16] analyzed
the dielectric fluid flow and the debris distribution in the
machining gap during low and high electrode jumps using
a computational fluid dynamics (CFD) simulation program.
Their study showed that electrode jump height affected the
wall concavity of holes in deep EDM. Wang and Han [18]
proposed a three-dimensional simulation model of the flow
field with liquid, gas, and solid phases for machining gap
in electrode jump to analyze the mechanisms of debris and
bubble movement. Although debris removal operations are
necessary operations to maintain the EDM stability, electrode
jump will reduce the machining efficiency because almost no
material is removed during this period. To improve the EDM
efficiency, Wang and Jia [19] determine optimal electrode
jump height and electrode machining time by a simulation
model of the gap flow field and voltage and current signals
between electrode and workpiece in EDM. Experimental
shows that the established model of simulating the gap flow
field can accurately calculate the optimal electrode jump
height.

Besides the electrode jump height, the number of debris
removal operations is also closely related to the machining
efficiency due to the more frequent debris removal operation,
the less work time (during the discharge between the elec-
trode and the workpiece). An EDM operator at the manufac-
turing site usually uses the preset debris removal parameters
provided by the operating specifications to perform debris
removal operations automatically. However, this way often
causes lowers machining efficiency. Because even if the
amount of accumulated debris is within the normal range,
the debris removal operations still are executed regularly.
If the debris removal operation can be carried out only when
needed, it will promote machining efficiency obviously. To
enable the EDM machine to have an intellectual ability that
controls the debris removal operation adaptively, this study
attempts to develop an intelligent system using artificial intel-
ligence (AI) and computer vision technologies to show that
effective control of debris removal operations can signifi-
cantly improve machining efficiency. No previous research
is dedicated to controlling the debris removal operations
adaptively to improve machining efficiency based on our
investigation. Therefore, our research results can provide an
essential reference for related researches on improving EDM
efficiency.
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TABLE 1. Review the related researches of EDM that used non-electronic parameters in the past 5 years.

The remainder of this paper is organized as follows.
Related researchwork about EDM in recent years is described
in Section 2. Section 3 presents the proposed the intelligent
improving EDM efficiency system. Section 4 describes the
classification method used in this study, and experimen-
tal results and discussion and conclusions are presented in
Section 5 and in Section 6, respectively.

II. LITERATURE REVIEW
The principle basis of the electric discharge machine can
be traced back to 1770, an English chemist, Dr. Joseph
Priestly, discovered the continuous erosive results obtained
from the sparks series. Until 1943, Dr. B.R. Lazarenko and
Dr. N.I. Lazarenko of Moscow University used the destruc-
tive properties of electrical discharge to machining difficult-
to-process metals. In 1950, Lazarenko developed an EDM
system that used a resistance-capacitance type of power
supply and later served as the conventional EDM proto-
type. In 1980, the United States invented a computer-aided
EDM called the computer numerical controlled EDM. Since
then, the EDM machining process has attracted worldwide
attention [1], [20].

Since the thermal energy required by the EDM process is
generated through the applied electrical energy, the electrical
parameters are crucial in improving the efficiency of elec-
trical discharge machining [21]. In addition to the various
electrical factors, non-electronic parameters are also needed
much attention for the EDM process [22]. Table 1 summa-
rizes the recent papers published in EDM-based work using
various types of non-electronic parameters. This research
differs from scholars in recent years in selecting non-electric
parameters and the design of a method. We first attempt to
predict the best timing and control its actuation behavior
for debris removal operations by real-time monitoring of the
machining curve changes.

Due to the highly coupled and complex non-linear
relationship between the discharge parameters (included
electronic and non-electric parameters) and the machining
efficiency in the EDM process, it is difficult to establish a
general numerical simulation model for selecting the best
machining parameters [26]. Recently, AI technologies have
demonstrated their outstanding performance in various fields
and are continuously emerging [27], [28]. In EDM field
domain, AI technologies can effectively integrate and analyze
the tacit knowledge in the EDM process to have experts’
analysis ability [7]. This study uses the AI technology to
learn from the on-site operator’s experiences which deter-
mining the timing of debris removal from the changes of the
machining curve on machine screen to establish a predicted
model of debris removal. During the machining process,
the MRR value changes due to debris accumulation. Because
MRR is not constant, the total machining time has been
taken as a productivity indicator of MRR and process sta-
bility [29]. For this reason, this study adopts machining
time as the performance measure of the proposed intelligent
system.

III. INTELLIGENT IMPROVING EDM EFFICIENCY
SYSTEM
The framework of a proposed intelligent system for improv-
ing EDM efficiency is shown in Figure 1, where the solid and
dotted lines are training and testing flows. After capturing
the streaming images of the machining curve in the machine
screen, a feature extraction method is proposed to distin-
guish the carbon deposition phenomenon from the machining
process effectively. The extracted features will then be fed
into the ANN model to establish a debris removal predicted
model. Finally, we integrate the trained model on the EDM
machine to monitor and control the debris removal operation
in real-time.
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FIGURE 1. The framework of the proposed intelligent system with adaptive control of debris removal operations.

FIGURE 2. The experimental equipment layout of the EDM machine in this study.

A. EXPERIMENTAL SETUP AND DESCRIPTION
The type of EDM machine used in this research is cavity
type EDM (MAXSEE RTA40). The electrode tool’s size
is 15 mm × 2 mm; its material used is copper alloy. The
workpiece’s material is tool steel (SKD11), which is a kind
of high-carbon alloy steel with high hardness, high strength,
andwear resistance. A schematic diagram of the experimental
setup in this study is shown in Figure 2. Set up an imaging
camera (Logitech C920r HD Pro) outside the EDMmachine,
as shown by mark ­ in Figure 2, to capture the machining
curve image in machine screen (mark ¬ in Figure 2) and

send it to the edge computing device (mark ® in Figure 2) for
real-time analysis. Finally, the predicted result of whether to
perform the debris removal operation is sent to the machine
controller through the relay module (mark ¯ in Figure 2).
Mark ° in Figure 2 is the electrode tool in the EDMmachine.
Figure 3 is a close-up view of the machining curves based on
different machining conditions in the machine screen (mark
¬ in Figure 2). TheX-axis represents themachining time, and
the Y-axis can be regarded as the machining depth, the deeper
of machining depth as machining time goes on. To display
the EDM operation status in real-time, the machine screen
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FIGURE 3. Machining curves of different machining conditions in the EDM process. (a) Good machining efficiency; (b) Poor machining efficiency (caused
by carbon deposition); (c) EDM process with the preset debris removal parameter.

is updated 10 times per second. The slope of the machining
curve can be regarded as an indication of measuring EDM
efficiency. The higher the slope, the larger the MRR per
unit time, as shown in Figure 3(a). If the debris removal
operation has not been performed for a period of time in
the EDM process, it will cause carbon deposition to affect
machining efficiency, as shown in Figure 3(b). It can be seen
from the machining curve in Figure 3(b) that the current
machining efficiency is not good because the slope of the
machining curve is low and tends to be flat. The machining
curve in Figure 3(c) shows that the current EDM process is
undergoing periodic debris removal operations. Each time the
debris is removed, the machining curve will show oscillation
due to electrode jump. It is worth noting that the more the
number of debris removal operations, the less work time. The
machining parameters of the EDMmachine are set according
to the general working environment of semi-finished machin-
ing (between rough and fine machining). During the machin-
ing process, the preset debris removal parameter is performed
every 0.4 seconds, and the electrode jump height is set to
8mm. The detailed operation parameter settings are shown
in Table 2. To avoid missing the machining status during the
EDM process, the captured frequency of machining curve
image is 20 times per second. The size of the captured image
is 60 × 50 pixels.

B. FEATURE EXTRACTION
To convert the machining curve image into a binary image
for subsequent feature extraction, this research first adopted
the gray-level thresholding method [30] to determine the
threshold value for obtaining the best binarization result auto-
matically. Then, skeleton method in image morphology [31]
will be applied to thin the machining curve into a width of 1
pixel. Let f (xi, yj) is pixel value at any point in the image,
where i ∈ {1, 2, . . . ,m}, j ∈ {1, 2, . . . , n}, the variables m,
n, are the width and height of the image, respectively. Any
point (xi, yj) on the machining curve is f (xi, yj) = 1, it regards
as foreground; otherwise, it belongs to the background

TABLE 2. The machining parameters during the EDM process used in this
experiment.

(f (xi, yj) = 0). The point (xi, yj) on the machining
curve can be represented as the position yj of the elec-
trode tool at time point xi. To effectively identify the
states of the machining curves in the EDM machine screen,
this study proposes the following 11 features, f = (f1,
f2, f3, f4, f5, f6, f7, f8, f9, f10, f11):

• f1: The slope of the machining curve

To calculate the slope of the straight line passing through the
curve by using the linear regression method [32], [33]. This
straight-line satisfies the minimum sum of the distances from
each point on all the curves to the straight line. Figure 4 shows
the result of applying the linear regression equation to the
machining curve.

To obtain the slope of the regression equation of the
machining curve, let ŷi = β̂0 + β̂1xi be the predicted value
of the machining depth at the time i, and residual ei =
yi − ŷi represents the difference between the actual value yi
and the predicted value ŷi at the time i by the liner model.
In the regression equation, β̂0 is the intercept, and β̂1 is the
slope. The residual sum of squares (RSS) can be defined as
follows [32]:

RSS = e21 + e
2
2 + . . .+ e

2
n, (1)
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FIGURE 4. Illustration of a linear regression line through the machining
curve.

the above equation can be equivalent as

RSS =
(
ŷ1 − β̂0 + β̂1x1

)2
+

(
ŷ2 − β̂0 + β̂1x2

)2
+ . . .+ (ŷn − β̂0 + β̂1xn)

2
. (2)

To choose β̂0 and β̂1 for minimizing the RSS by using the
following least squares approach [32]:

β̂1 =

∑n
i=1 (xi − x̄) (yi − ȳ)∑n

i=1 (xi − x̄)
2 , (3)

β̂0 = ȳ− β̂1x̄, (4)

where ȳ = 1
n

∑n
i=1 yi and x̄ =

1
n

∑n
i=1 xi are the average

values of x and y coordinates of all sample points on the
machining curve, respectively. According to our observation,
the higher the slope, the deeper the processing depth per unit
time, and the better the EDM efficiency.
• f2: The total number of oscillations

In general, the more frequent the debris removal operations,
the worse the machining efficiency. Based on our observa-
tion, the debris removal operations during the EDM process
can be characterized by the machining curve’s oscillating
segments. Figure 5 explains how this research automatically
detects the debris removal operation from the machining
curve. Figure 5(a) is the original machining curve captured
from the EDMmachine screen. After applyingmorphological
thinning, the machining curve with a thickness of one pixel
can be obtained. Figure 5(b) shows the line segments of
interest (two oscillation segments) located in the red line area
in Figure 5(a). Figure 5(c) shows the pixels’ coordinates for
the two oscillation segments of interest in Figure 5(b).

To detect each oscillation segment from the machin-
ing curve, we first calculate the first-order derivative of
y-coordinates on the machining curve. Figure 5(d) shows the
result after the first-order derivative, y’, which is defined as
follows:

y′ =
∂f
∂x
= f (x + 1)− f (x) , (5)

where f (x+1) and f (x) can be expressed as different machin-
ing depths of two adjacent time points, respectively. At the
electrical discharge, the values of the elements in the y’ vector

will be positive due to machining depth deeper as machining
time goes on. When removing the debris, the y values in
the machining curve gradually decrease due to the electrode
being raised. Meanwhile, the values of the elements in the y’
vector is negative. To scan y’ vector from left to right, when
an element (Ostart) is located at the junction from positive to
negative values, the element is the oscillation starting point.
On the contrary, an element (Ocrest) is located at the junction
from negative to positive values; it is the oscillation crest
point, which means that the electrode is raised to the highest
point. Repeat the above steps until the last element in y’
vector. We can obtain the total number of oscillations by
counting the number of Ostart in the machining curve.

• f3: The maximum amplitude value

The proposed maximum amplitude value on the machining
curve is defined as follows:

OAMP_max = max
(
OAMPi

)
, (6)

where OAMPi represents the amplitude value of ith oscillation
on the machining curve, which is defined as the difference of
y values for the Ostart and Ocrest in Figure 5(b), and N is the
total number of oscillations on the machining curve.

• f4: The average amplitude value

The proposed average amplitude value is defined as follows:

OAMP_avg =

∑N
i=1OAMPi

N
. (7)

• f5: The standard deviation of amplitude values

The proposed amplitude standard deviation is defined as
follows:

OAMP_std =

√∑N
i=1 (OAMPi − OAMP_avg)2

N
. (8)

• f6: Oscillation density

To measure the proportion of time spent on debris removal
operations within a specific machining time. The feature of
the oscillation density is defined as:

Odensity =

∑N
i=1Owidthi

L
, (9)

where L is the width of the image, Owidthi is the width of the
i-th oscillation on the machining curve, which is defined as
the difference for x values for the Ocrest and Ostart, as shown
in Figure 5(b).

• f7: The total number of oscillations belongs to the ampli-
tude height of Category 1

Generally speaking, the deeper themachining depth, themore
serious the carbon deposition. If the electrode jump height
is not adjusted in time, the machining efficiency will be
affected. In the following feature extraction, we roughly
divide the machining situation into five categories by distin-
guishing the oscillation amplitude height in the machining
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FIGURE 5. Graphically illustrate the status of debris removal operation in the machining curve. (a) Original machining curve; (b)
Two oscillation segments located in the red line area in Figure 5(a); (c) The pixels’ coordinates for the two oscillation regions
in Figure 5(b); (d) The first-order derivative of y-coordinates on the machining curve.

curve. The total number of oscillations belongs to the ampli-
tude height of Category 1 is defined as:

f7 = Card
{
OAMPi |OAMPi ≤ 0.1× H ,
i ∈ {1, 2, . . . ,N }

}
, (10)

where H is the height of the image, Card{·} is a set function,
which returns the number of qualified ones.
• f8: The total number of oscillations belongs to the ampli-
tude height of Category 2

f8

= Card
{
OAMPi |0.1× H < OAMPi ≤ 0.2× H ,
i ∈ {1, 2, . . . ,N }

}
.

(11)

• f9: The total number of oscillations belongs to the ampli-
tude height of Category 3

f9

= Card
{
OAMPi |0.2× H < OAMPi ≤ 0.3× H ,
i ∈ {1, 2, . . . ,N }

}
.

(12)

• f10: The total number of oscillations belongs to the
amplitude height of Category 4

f10

= Card
{
OAMPi |0.3× H < OAMPi ≤ 0.4× H ,
i ∈ {1, 2, . . . ,N }

}
.

(13)

• f11: The total number of oscillations belongs to the
amplitude height of Category 5

f11

= Card
{
OAMPi |OAMPi > 0.4× H ,
i ∈ {1, 2, . . . ,N }

}
.

(14)

IV. CLASSIFICATION
Deep learning has recently become a trendy research topic in
the AI field [27], [28], [34], [35]; it solves the core problems
in representation learning by expressing simpler representa-
tions, thereby enabling computers to construct complex con-
cepts from simpler concepts [36]. Generally speaking, a deep
neural network is one kind of ANN network architecture;
it refers to a feedforward neural network with more than
one hidden layer. Each hidden layer has several neurons.
Each neuron takes all the lower layer output as input, then
multiplies them by the weight vector, sums the results, and
then passes it to the next layer neuron through a non-linear
activation function such as sigmoid, tanh, or rectified linear
units (ReLU). The formula can be expressed as follows [37]:

z(k)i = g

w(k)
0,i +

n∑
j=1

z(k−1)j w(k)
j,i

 , (15)

where z(k)i denotes the output neuron of the i-th neuron in the
k-th layer, w(k)

0,i is a bias added to the i-th neuron, n is the

total number of neurons at the k − 1 layer, w(k)
j,i denotes the
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connecting weight from the j-th neuron in the k − 1 layer to
the i-th neuron in the k layer, and g(·) a non-linear activation
function. In this study, we adopt the ReLU function, because
the ReLU function can effectively overcome deficiencies of
gradient disappearance and slow convergence in the training
process [35]. The above expression can be represented in the
following vector form for simplicity of notation:

z(k)i = g
(
z(k−1)·w(k)

i

)
. (16)

The bias term of the above expression is integrated into
the column weight vector w(k)

i , and the vector z(k−1) extra
expands dimension of 1 for the computation. In ANN archi-
tecture, the first layer is the input layer, and the last layer is the
output layer. Finally, this study applies the softmax function
to compute the final classification probabilities as the output
result in the last layer [38]:

yi =
exp(z(L)i )∑
j exp(z

(L)
j )

, (17)

where L is the last layer, z(L)i is computed as z(L)i =

z(L−1)·w(L)
i . To further improve the performance of classifica-

tion, the training process uses the back-propagation algorithm
to minimize the loss function, which can be expressed as [39]

D =
1
2N

N∑
m=1

∥∥ŷm − ym∥∥2 , (18)

where N is the total number of training samples, and ŷm and
ym represent the actual and predicted values of whether the
debris removal operation should be carried out for training
sample m, respectively. The ANN model architecture used in
this paper is shown in Figure 6.

This study only extracted 11 features from a machining
curve image as input neurons of ANN, instead of common
deep learning architectures, such as the convolutional neural

FIGURE 6. The proposed ANN model architecture.

networks (CNNs), which consider the entire image at the
input layer. Therefore, the adopted method is more suitable
for application in a manufacturing site with low computing
resources.

V. EXPERIMENTAL RESULTS AND DISCUSSION
The experiment in this study is divided into two stages.
The first stage is to test the effectiveness of the proposed
feature set (f = (f1, f2, . . . , f11)) in debris removal prediction
using the ANN model, and the second stage is to verify the
effectiveness of the proposed intelligent system in improving
machining efficiency. In the acquisition of experimental data,
this study collected 3,744 machining curve images from the
machine screen during the EDM process, of which 80%
(2994) were used as the training dataset, and the remaining
20% (750) were used as the testing dataset. All images in
this experiment are marked in two different classes by the
on-site senior EDM technician based on their experiences: no
need for debris removal (high machining efficiency) and need
for debris removal (low machining efficiency). Table 3 shows
the used number of images for different machining states in
training and testing datasets, respectively.

TABLE 3. Description of experimental datasets.

To quantitatively evaluate the effectiveness of the feature
set proposed in this study, the following three measure-
ments are adopted, including accuracy, precision, and recall.
As shown in Table 4, let TP, TN, FP, and FN represent
‘‘true positive’’, ‘‘true negative’’, ‘‘false positive’’, and ‘‘false
negative’’, respectively, in the confusion matrix. In this study,
we regard the need for debris removal as a positive condition
and the no need for debris removal as a negative condition.
The definitions for the above three measurements are listed
below [40]:

Precision = TP/(TP+ FP), (19)

Recall = TP/(TP+ FN), (20)

Accuracy = (TP+ TN)/(TP+ TN+ FP+ FN). (21)

Precision, also known as precision rate, is the proportion
of all the test results of the need for debris removal that truly
needs debris removal. Recall, also known as a true positive

TABLE 4. Cross-relations between test and actual results.
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FIGURE 7. A comparison of the proposed intelligent system and used the preset debris removal frequency in the EDM efficiency. (a) Used
the proposed intelligent system; (b) Used the preset debris removal parameter.

rate (TPR), represents the proportion of all the actual results
of the need for debris removal that truly needs debris removal.
The accuracy is the proportion of both true need for and true
not need for debris removal in all test results. It is the overall
correct classification rate of all test results.

After analysis of our experimental results, the TP, TN, FP,
and FN are 357, 370, 18, and 5, respectively. The accuracy
is 96.93% ((357 + 370)/750), and the results of precision
and recall are 95.20% (357/(357 + 18)) and 98.62% (357/
(357 + 5)), respectively. To further evaluate the effective-
ness of the proposed feature set, the testing samples will
be tested against using logistic regression (LR) [41], ran-
dom forest (RF) [42], and support vector machine (SVM)
classifiers [43], respectively, to estimate accuracy. It can be
seen from Table 5 that the ANN model architecture used in
this paper is not much different from other classifiers in the
accuracy evaluation. Under the test of different classifiers,
the proposed feature set still can maintain a certain accuracy,
which shows that the proposed feature set is discriminative
in debris removal prediction. Used other types of deep neural
networks [44], [45] or some advanced classifiers [46] may
improve classification performance, but this is beyond the
scope of this paper.

In addition to verifying the classification performance
of the proposed feature set, in the second stage of the

TABLE 5. Comparisons of accuracy for the proposed feature set using
different classifiers.

experiment, this paper integrates the established debris
removal predicted model into the EDM machine for ver-
ifying the effectiveness of the proposed intelligent system
in improving machining efficiency. The proposed intelli-
gent improving EDM efficiency system could autonomously
determine the timing of debris removal from the real-time
streaming machining images under the machining conditions
mentioned in Table 2. Once the system decides to perform
the debris removal operation, the edge computing device
will send a debris removal signal to the machine controller
through the relay module to trigger the electrode jump event.
The proposed system will only send a debris removal sig-
nal in a low machining efficiency state (debris accumula-
tion impact). Therefore, the proposed system dramatically
reduces unnecessary debris removal operations to improve
machining efficiency.

Figure 7 shows a comparison in EDM efficiency between
controls adaptively of debris removal operation by the
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proposed intelligent system and the preset debris removal
parameter. The X-axis and Y-axis in Figure 7 are machining
time and the slope of the machining curve, respectively.
Remember that the higher the slope, the larger the MRR
per unit time, the better the machining efficiency. In most
cases in Figure 7(b), the slope is less than 0.6. The reason
is that too many debris removal operations will result in low
machining efficiency. It takes 20 minutes and 10 seconds to
reach a machining depth of 6.45mm for the workpiece made
of tool steel as we use preset the debris removal parameter.
On the contrary, the proposed intelligent system only takes
12 minutes and 23 seconds to reach the same machining
depth, as shown in Figure 7(a). The proposed intelligent sys-
tem could save nearly 38.60% ( 1210−7431210 ×100) of machining
time for the machining depth of 6.45mm under specific EDM
conditions.

VI. CONCLUSION
This paper has successfully developed an intelligent sys-
tem for improving the EDM efficiency, which autonomously
determines debris removal operations by the established
debris removal predicted model instead of using the preset
debris removal parameter. To achieve the purpose of this
paper, we first attempt to apply AI and computer vision
technologies to real-time analyze streaming images of the
machining curve in machine screen to establish a debris
removal predicted model. To test the effectiveness of the
proposed feature set in debris removal prediction, no matter
which classifier is used, such as logistic regression, random
forest, and SVM, the proposed feature set performs well in
classification performance. The classification result shows
that the established debris removal predicted model by ANN
model could achieve 96.93% accuracy for 750 machining
curve images in a testing dataset. To further verify the effec-
tiveness of machining efficiency improvement, the proposed
system could save nearly 38.60% of machining time for
the machining depth of 6.45mm under specific machining
conditions compared to using the fixed behavior pattern of
the preset debris removal parameter.

This paper shows that the debris removal frequency is
one of the main factors affecting machining efficiency by
analyzing the results of the complete experiment. Review
the researches that EDM-related in recent years, the adap-
tive control of debris removal operations for non-electric
parameters has not been applied to improve electric dis-
chargemachining efficiency. The findings of this paper can be
applied to the actual manufacturing site and bring significant
improvement in machining efficiency. The principle of elec-
trical discharge machining is complex, and many machining
parameters affect its efficiency, and the degree of mutual
coupling between the parameters is very high. At present, this
research only focuses on the parameter of the debris removal
operation. In the future, we will consider more machining
parameters at the same time, such as sparking gap, jump
height, pulse off-time, etc., to develop a next-generation intel-
ligent EDM machine.
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