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ABSTRACT As a technology that can accommodate more users and significantly improve spectral effi-
ciency, non-orthogonal multiple access (NOMA) has attracted the attention of many scholars in recent years.
The basic idea of NOMA is to implement multiple access in the power domain and decode the desired signal
via successive interference cancellation (SIC). However, the resource allocation problem in such NOMA
system is non-convex. It is difficult to directly solve this optimization problem through conventionalmethods.
As such, we propose to apply a reinforcement learning (RL) approach based on cooperative Q-learning to
solve the resource allocation problem in multi-antenna downlink NOMA systems. First, we formulate the
resource allocation process as a sum rate maximization problem, subject to the power budget constraints
and quality of service (QoS) condition. Second, we design a reward function to improve the sum rate
while meeting the power and capacity constraints. Multiple Q-tables are created and cooperatively updated
to get the optimal beamforming matrix. Then, we analyze the convergence of our proposed RL based
power allocation method. Our simulations show that the proposed power allocation scheme yields excellent
performance in terms of sum rate, energy efficiency, and spectral efficiency.

INDEX TERMS NOMA, power allocation, reinforcement learning, sum rate, spectral efficiency.

I. INTRODUCTION
The development of mobile internet and internet of
things (IoT) has put forward challenging requirements for the
fifth-generation wireless communication system (5G), which
is expected to achieve higher spectral efficiency and lower
latency [1], [2]. In addition, with the tremendous growth of
the number of mobile users, next generation wireless net-
works need to achieve a greater number of user connections
and higher data rates [3]. In traditional orthogonal multi-
ple access (OMA), the number of users accommodated in
the system is limited by the number of available orthog-
onal resources. Therefore, it is a challenge for traditional
OMA to meet 5G’s spectral efficiency and massive con-
nectivity requirements. Based on this situation, many new
technologies have emerged, such as non-orthogonal multiple
access (NOMA), multiple-input multiple-output (MIMO),
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millimeter wave (mm Wave) communication, etc. [4]. As an
effective way to improve spectral efficiency, NOMA has
gained wide attention from scholars in recent years.

A. MOTIVATION
With the rapid development of cellular networks, the number
and types of new services of mobile terminals in the network
have exploded, which has led to an increasing demand for
long term data from users. On the other hand, people’s pursuit
of a fast life has promoted the emergence of new commu-
nication devices in the network, resulting in an increase of
the sudden access requests [5], [6]. These demands strain
the limited spectrum resources in cellular networks. And
usually the overall performance of the network depends on
how to efficiently and dynamically manage the resources in
the network, such as time slots, power, and frequency band.
In order to improve the spectral efficiency and throughput,
and provide users with better quality of service (QoS), it is
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very important to allocate resources in the network efficiently
and reasonably.

The basic idea of NOMA is to realize non-orthogonal
resource allocation among users by increasing complexity at
receivers. With non-orthogonal resource allocation, NOMA
can get massive connectivity and achieve higher spectral
efficiency. Current research on the NOMA system mainly
focuses on the code domain [7], [8] and power domain [9],
[10]. In the power domain, the transmitter superposes signals
with different power to be sent to multiple users on the shared
spectrum. At the receiver, different users can decode the
desired signal through successive interference cancellation
(SIC) [11], [12]. In code domain NOMA, different spread-
spectrum codes are assigned to different users and are then
multiplexed over the same time-frequency resources [13].
Compared with traditional OMA that the number of users
supported is limited by the available orthogonal resources,
NOMA greatly improves the spectral efficiency [14].

The emergence of artificial intelligence (AI) brings the
new opportunities for wireless communication. In particular,
reinforcement learning, as a technology which aims to maxi-
mize the expected long-term rewards, has attracted the atten-
tion of scholars. Q-learning is a typical model-independent
reinforcement learning algorithm based on value iteration.
In Q-learning, the agent makes observations and takes actions
within an environment, and in turn, receives rewards. During
the learning process, the errors that occurred can be corrected.
Therefore, Q-learning is intended to dynamically improve the
performance in the process of interacting with the environ-
ment. In addition, Q-learning achieves the balance between
exploration and exploitation. Therefore, in order to focus on
long-term reward in the process of dynamically allocating
resources of the system, we investigate the resource alloca-
tion problem in the NOMA system by applying Q-learning
scheme.

B. RELATED WORKS
At present, the investigation on resource allocation in NOMA
communication system has made certain achievements in
many aspects, such as user pairing [15], [16], channel assign-
ment, and power allocation [17], [18]. The problem of user
association and channel assignment in downlink multi-cell
NOMA networks is solved in [19], the authors propose
a low-complexity iterative solution to obtain the optimal
power allocation, while accounting for inter-user interference
and maintaining QoS per user. In [20], authors predefine
some power allocation schemes and investigate the user
pairing problem in NOMA uplink communication system.
They analyze the combinatorial problem of user pairing to
achieve the maximum sum rate and propose optimum and
sub-optimum algorithms with a polynomial-time complex-
ity. Different from existing works [11], [21], the works in
[22] consider a NOMA amplify-and-forward two-way relay
wireless network with eavesdroppers. The authors aim to
maximize the achievable secrecy energy efficiency by jointly

designing the subcarrier assignment, user pair scheduling and
power allocation.

On the other hand, machine learning (ML) brings new
opportunities for wireless communication. There are many
studies on solving the optimization problem through ML
[23]–[26]. Reinforcement learning (RL), as a machine learn-
ing method, can solve many complex problems by interacting
with the system. So far, RL has been applied in many fields
such as power allocation and user association [27], [28].
Researchers have proposed many ML-based approaches to
solve various problem of NOMA system [29]–[32]. In [24],
the authors propose a long short-term memory (LSTM) net-
work which can automatically detect the channel charac-
teristics. In [29], the authors use deep learning (DL) based
predictions to accelerate the optimization process in conven-
tional optimization methods for tackling the NOMA resource
scheduling problems. In addition, there have been some exist-
ing works on the power allocation of NOMA systems. The
works in [30] exploit an attention-based neural network to
allocate resources to users in a near optimal way. The works
in [31] train a deep neural network (DNN) which is used as a
predictor to predict the best power allocated to users’ signal.
The DL based long-term power allocation scheme proposed
in [32] can efficiently derive a more accurate decoding order
than the conventional solution.

C. CONTRIBUTION
The power allocation problem of downlink NOMA commu-
nication systems was discussed in several papers [19], [20].
In addition, there have been several cases of using artificial
intelligence to solve resource allocation problem in wire-
less communication systems. However, most of the current
research on resource allocation of the NOMA system based
on machine learning is realized through deep learning [29],
[31]. To the best of our knowledge, there is currently no
research on solving the power allocation problem of multi-
antenna NOMA system through cooperative Q-learning algo-
rithm. Our contributions can be summarized as follows:

• We formulate the power allocation in multi-antenna
downlink NOMA communication system as a non-
convex optimization problem, which aims to maximize
the sum rate of the system and considers the constraints
of the power allocated to all users, the total power budget
of the system, and the QoS for each user.

• By introducing the reinforcement learning, we pro-
pose a cooperative Q-learning based algorithm to solve
the aforementioned non-convex problem. We define a
reward function, which improves the sum rate while
meeting the power conditions and capacity constraint.
The optimal beamforming matrix can be obtained by
cooperatively updating the Q-table in each iteration.

• To evaluate the performance of the proposed method,
we verify the proposed cooperative Q-learning based
power allocation approach. The simulation results show
that the proposed scheme finally converges after some
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FIGURE 1. An downlink SISO NOMA system with N users.

iterations. Comparing with the conventional power allo-
cation methods, the developed Q-learning based method
has better performance under different power budget and
different number of users.

D. ORGANIZATION
The rest of this paper is organized as follows. In Section II,
we construct the model of the multi-antenna downlink
NOMA communication system and formulate the optimiza-
tion problem. In order to solve the formulated problem,
we propose a cooperative Q-learning based solution in
Section III. After that, we verify our proposed method and
the simulation results are presented in Section IV. Finally,
we conclude this paper in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. POWER ALLOCATION FOR NOMA SYSTEMS
In NOMA systems, the signals of different users are multi-
plexed on the shared wireless channel through power alloca-
tion. Then at the decoder, users recover the specific signals
via SIC. The key problem is how to allocate limited power to
all users to maximize the system performance.

In traditional single-input single-output (SISO) NOMA
scenarios, the base station (BS) and users are all equipped
with single antenna. According to the principle of NOMA,
users with better channel condition will be allocated lower
power, while users with worse channel gain will be allocated
higher power. At the receiver, SIC is applied to decode all
desired signals. To be specific, the signal of the weakest
channel user (who is allocated the highest power and regards
signals of all the other users as interferences) will be decoded
first and subtracted, whereas the signal of the highest channel

gain user (who is allocated the lowest power) can be decoded
directly.

For example, in a SISONOMA systemwithN users shown
in Fig. 1, we denote the channel gain of the user as h. Without
loss of generality, we assume that channel gains are sorted in
a descending order: |h1|2 > |h2|2 > . . . > |hN |2. Then SIC
can be used to decode the desired signals. To be specific, ui
needs to decode signals of uj(i < j) that are allocated with
more power and subtracts them from the received signal until
it can decode its own signal. During the decoding process, ui
will treat signals of um(m < i) that are allocated with less
power as interference.

The power allocation problem in a multiple-input single-
output (MISO) NOMA system is different from that in a
SISO NOMA systems. In MISO NOMA scenarios, the BS
is equipped with multiple antennas and users are equipped
with single antenna. Unlike that in single-antenna NOMA
systems, channel gains in the MISO NOMA systems are
jointly determined by multiple antennas between the BS and
users.

B. SYSTEM MODEL
In this paper we consider a downlink MISO NOMA com-
munication scenario consisting of one base station and N
users, where all the users are randomly distributed at different
distances from the BS and equipped with single antenna.
The BS is equipped with M antennas and non-orthogonally
transmits all the signals over the shared frequency resources.

We denote the user set as U = {u1, u2, . . . , uN }. In this
scenario, the BS transmits a signal, si, for ui ∈ U with zero
mean and unit variance. All signals are superposed at the BS:

x = w1s1 + w2s2 + . . .+ wN sN , (1)
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where wi ∈ CM×1 represents the beamforming vector from
the BS to ui. Then, the received signal at ui can be formulated
as:

yi = hHi x+ ni. (2)

where hi ∈ CM×1 represents the channel response from
the BS to ui, and ni denotes the additive white Gaussian
noise (AWGN) with zero mean and variance σ 2. hi is char-
acterized by hi = d−µi gi where di is the distance between
the BS and ui, and µ denotes the path loss exponent. Each
element in gi follows the Rayleigh distribution.
Without loss of generality, we assume that ||h1||2 >

||h2||2 > . . . > ||hN ||2. Equation (2) can be further written
as:

yi = hHi wisi +
i−1∑
j=1

hHj wjsj +
n∑

k=i+1

hHk wksk + ni. (3)

In order to decode si, ui needs to decode signals of uk and
subtracts them from yi. When decoding si, ui regards signals
of uj as interference. Then, the signal-to-interference-plus-
noise ratio (SINR) of each user is given by

γ1 =
|hH1 w1|

2

σ 2 ,

γ2 =
|hH2 w2|

2

|hH2 w1|2 + σ 2
,

. . . ,

γN =
|hHNwN |

2∑N−1
i=1 |h

H
Nwi|

2 + σ 2
. (4)

The corresponding data rate of ui can be written as

Ci = Blog2(1+
|hHi wi|

2∑i−1
j=1 |h

H
i wj|

2 + σ 2
), (5)

where B denotes the bandwidth of the channel.

C. PROBLEM FORMULATION
LetW = [w1,w2, . . . ,wN ] denotes the beamforming matrix
at the BS, the goal of the optimization problem is to maximize
the sum rate of all users by finding the optimal W, while
meeting the power constraints and QoS for each user. The
optimization problem of the NOMA system could be gener-
ally formulated as

max
W

N∑
i=1

Blog2(1+ γi), (6a)

s.t. ||wi||
2
≤ pmax ∀i = 1, 2, . . . ,N , (6b)

N∑
i=1

||wi||
2
≤ Ptot , (6c)

Ci ≥ Cth ∀i = 1, 2, . . . ,N . (6d)

where pmax is the power limitation that the BS can allocate to
each user and Ptot is the total power constraint. Cth represents
the minimum required capacity for users.

FIGURE 2. Reinforcement learning diagram.

Considering (4), (5) and (6), it can be concluded that
the formulated optimization problem is non-convex. Next,
we will propose a cooperative Q-learning based approach to
solve this problem.

III. A COOPERATIVE Q-LEARNING BASED POWER
ALLOCATION SOLUTION
In this section, we first introduce the basics of reinforcement
learning. Then, we define state space, action space, and pro-
pose a cooperative Q-learning based approach to solve the
power allocation problem. Finally, we present the pseudo
code and specific steps of the algorithm.

A. BASICS OF REINFORCEMENT LEARNING
Reinforcement learning is a process in which a single or mul-
tiple agents take actions in the process of interacting with the
environment to obtain rewards and change their state. It can
be solved by policy iteration and value iteration. As shown
in Fig. 2, in this reinforcement learning procedure, the agent
observes the environment and its own state s, then decides
the action, a, to be taken. After that, the agent will receive a
feedback (reward R) from the environment, and transit to the
next state s′. The goal of this reinforcement learning approach
is to maximize the cumulative discounted rewards during the
interaction.

Q-learning is a reinforcement learning algorithm based
on value iteration. It is mainly composed of states, actions,
and rewards. Specifically, in Q-learning, each agent creates
and maintains a Q-table. The rows of the table represent
states, and the columns represent actions. The values, named
Q-value, represent different expected future rewards at differ-
ent states and different actions. Using the Bellman equation,
we can calculate Q-value as follows

Q(s, a) = E[Rt + γQ(st+1, at+1|st = s, at = a)], (7)

where st and st+1 represent the states at time step t and t + 1,
respectively. at and at+1 represent the actions at time step t
and t + 1. E denotes the expectation operator and Rt is the
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received reward at time step t . γ is the discount factor, which
determines how much the agent cares about rewards in the
distant future. When γ is set to 0, only the current reward
is considered. The greater the discount factor is, the more
important future rewards are.

The Q-table’s updating rule is given by

Q(s, a) = Q(s, a)+ α(Rt + γ maxQ(st+1, at+1)︸ ︷︷ ︸
(a)

−Q(s, a)︸ ︷︷ ︸
(b)

)

(8)

where α is the learning rate, which defines the proportion of
newly learned information to the current Q-value. A value
of 0 means that the agent will not learn anything, i.e., old
information is important, and a value of 1 means that the
newly discovered information is the only important informa-
tion. Terms (a) and (b) are optimal future Q-value and current
Q-value, respectively.

B. PROPOSED SOLUTION
In the Q-learning algorithm, the agent interacts with the
environment by sensing states and taking actions. The envi-
ronment includes everything in the NOMA system except
the agent. In the context of the multi-antenna NOMA sys-
tem mentioned before, the solution of the formulated power
allocation problem can be equivalent to a cooperative rein-
forcement learning process where the BS generates multi-
ple Q-tables for antennas. Multiple antennas cooperatively
update their Q-tables while interacting with the environment.

The Q-learning approach consists of three main parts:
states, actions, and reward. To solve the power allocation
problem, we define state space, action space, and reward
function for the cooperative reinforcement learning process
as follows:

1) State space: The agent observes the environment and
senses the states. All possible states form the state
space, denoted as S, which is characterized by distances
from users to the BS. In this paper, the state space S
contains N states, i.e., S = {s1, s2, . . . , sN }.
We set the BS in center of the cell and its position
(xBS , yBS ) can be denoted as (0,0). Therefore, distances
from users to the BS are only determined by the coor-
dinates of users. We represent the coordinate of ui as
si = (xi, yi). Then, the state space S can be written as
S = {(x1, y1), (x2, y2), . . . , (xN , yN )}.

2) Action space: All the actions can be taken by the agent
form the action space, denoted as A. In this paper,
we discretize the power into different power levels.
Different actions in the action space represent differ-
ent power levels that the BS can allocate to users at
each antenna. Denote the number of power levels as
K , then A = {a1, a2, . . . , aK }. The first element a1
represents the minimum power level, while the last
element aK denotes the maximum power level that can
be allocated to users at each antenna. To be specific,

the action space can be calculated as A = {pmin, pmin+
pmax−pmin
K−1 , . . . , pmin +

(K−2)(pmax−pmin)
K−1 }.

In this paper, we set the number of power levels as
K = 30 and pmin = 0.001W . Each element ai ∈ A
represents the power level allocated by the BS at each
antenna. Since there is no other detailed information
about the environment, the agent takes action form A
with equal probability.

3) Reward function: For reinforcement learning, reward
function plays an important role. The definition of the
reward function should ensure that the agent gets the
appropriate reward when it takes good actions and pays
the proper penalty when it takes bad actions. Good
actions here refer to actions that can help achieve the
objective function. On the contrary, bad actions refer to
actions that make the objective function more difficult
to achieve. Hence, we take the following points into
consideration.

• For the formulated optimization problem, we want
to maximize the sum rate of the NOMA system.
Therefore, a higher sum rate results in a higher
reward. In addition, higher data rate for each user
helps to increase the sum rate of the system and the
reward.

• In order to satisfy the QoS constraint of each user,
the data rate that meets the required threshold
helps to obtain the reward, while the data rate that
does not meet the requirement results in a negative
reward.

• When the transmission power meets the total
power constraint, the system will be rewarded,
and when the transmission power exceeds
the power budget, it will cause a negative
reward.

By considering the above points, we define the reward
function for ui at time step t as follows:

Rit = Ci,tC2
sum,t︸ ︷︷ ︸

(a)

+ (Ci,t − Cth)︸ ︷︷ ︸
(b)

− (Ptr,t − Ptot )︸ ︷︷ ︸
(c)

(9)

where Ci,t and Csum,t are the data rate of ui and the sum
rate of the system at time step t , respectively. Ptr,t is the
total transmission power at time step t .
According to (9), we can find that the reward func-
tion consists of three terms. Term (a) means that both
higher data rate of each user and higher sum rate
of the system result in higher reward. In the same
term, the sum rate is squared. Term (b) and term
(c) guarantee the capacity requirement for each user
and power budget for the system, respectively. The
data rate which does not meet the requirement will
decrease the reward. Moreover, when the transmis-
sion power at the current time step exceeds the power
budget, the reward at the current time step will be
decreased.
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C. ALGORITHM DESCRIPTION
In Q-learning, if the number of iterations is not limited,
the agent will be able to visit all the state-action pairs. Hence,
the Q-table will be updated until the Q-value finally con-
verges to the optimal value with probability 1. However,
the Q-learning algorithm always selects the action which
derives the maximum Q-value on each iteration, which will
cause the agent to be trapped in a limited search area and
the algorithm to converge slower. In addition, the number of
iterations is always limited in practice, the final Q-value may
not be optimal.

In order to solve the above problem, ε-greedy algorithm is
used in [34] to accelerate the learning process. To be specific,
the agent takes action randomly with probability ε (known
as exploration) and takes the action corresponding to the
maximum Q-value (known as exploitation) with probability
1-ε. As such, the probability of selection of the action am at
state sm is given by

πm(sm, am) =

{
1− ε, if Qm of am is the highest,
ε, otherwise.

(10)

The search area can be controlled by adjusting the value
of ε, so as to realize the trade-off between exploration and
exploitation. It is shown in [34] that the ε-greedy algorithm
can accelerate the learning process and has a faster conver-
gence rate. Therefore, we adopt ε-greedy algorithm in the
rest of this paper. The pseudo code of the proposed cooper-
ative Q-learning based power allocation method in downlink
NOMA system is shown in Algorithm 1.
We first set the main parameters, such as learning rate α,

discount factor γ , and ε for ε-greedy algorithm. The capacity
constraint for users and power budget of the system are also
preset. In the initialization phase, we define the state space
and action space, create Q-tables for multiple antennas and
initialize them to 0. The detailed description of the Algo-
rithm 1 is summarized as follows:

At the beginning of the iteration, the base station observes
the current environment state and selects the power level to be
allocated to each user at each antenna from the action space
according to (10). Next, after the power allocation, the users
calculate their capacity and feed them back to the base station.
Then, the base station receives the reward for all Q-tables
from the environment according to (9). The message that the
BS receives can be shared between multiple antennas. All
the Q-tables are cooperatively updated according to (8) and
transit to the next state. The above process is repeated until
the error is below the threshold ζ or the current episodes reach
the preset number.

IV. SIMULATION RESULTS
In this section we give the simulation set up in detail and
evaluate the performance of the proposed Q-learning based
power allocation method (QPA). We use the NOMA system
with random power allocation algorithm (NOMA random),
orthogonal frequency division multiple acces (OFDMA) and

Algorithm 1Cooperative Q-Learning Based Power Allo-
cation Algorithm of the Downlink NOMA System
Input:
learning rate α;
discount factor γ ;
ε-greedy parameter ε;
capacity threshold Cth;
power budget Ptot .
Output:
the optimal beamforming matrix W.
Initialization:
create Q-tables for each antenna;
set the total iterations Itot and error threshold ζ ;
define state space and action space.
while error ≥ ζ and episodes ≤ Itot do

initial state s;
for all steps of episode do

for all Q-tables do
choose a from the action space based on
ε-greedy algorithm;

end
perform action a and calculate the sum rate Csum
of the system;
for all Q-tables do

measure the reward R and new state s′;
update Q(s, a) according to the updating
rule;
let s = s′;

end
end

end

the SRMax method (SRPA) proposed in [33] as benchmarks.
Different from NOMA system in which all users share band-
width B, in OFDMA, each user occupies a bandwidth B/N ,
where N is the number of users.

To have a comprehensive comparison between these
four algorithms, we use three metrics: the sum rate (SR),
the energy efficiency (EE) and the spectral efficiency (SE).
The EE is defined as the ratio of the sum rate and the total
power consumption of the system, including circuit power
consumption and transmission power. The SE is defined as
the ratio of the sum rate to the occupied bandwidth.

In simulations, the positions of the users are distributed
based on the uniform distribution and in a circle with the
center at the base station. The maximum distance from the
user to the base station is 300m, and the minimum distance is
50m. As in [7], [35], we set the total power budget of the BS
and the circuit power consumption as 41dBm and 30dBm,
respectively. The capacity requirement for users is 1b/s/Hz
[34], and the noise power spectral density is set to -120dBm.
The bandwidth is 5MHz and the number of power level is
30. Unless otherwise stated, the BS is equipped with two
antennas. As for Q-learning, the learning rate α is 0.5 and
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FIGURE 3. Mean error versus the number of iterations.

the discount factor γ is 0.9. We adopt the ε-greedy algorithm
to accelerate the learning and set the ε as 0.1.

A. CONVERGENCE ANALYSIS
We analyze the convergence of the proposed Q-learning
based power allocation method. In our simulations, we set the
maximum number of iterations as 50,000 and run the code
200 times. Fig. 3 demonstrates the average error versus the
number of iterations when the learning rate is 0.1. As it is
shown in Fig. 3, we find that the proposed algorithm requires
about 40,000 iterations. The initial mean error is large. As the
number of iterations increases, the mean error keeps fluctuat-
ing and gradually decreases until it eventually becomes zeros.
The algorithm always converges at about 40,000 iterations.

B. SR AND EE AGAINST POWER BUDGET
We study the SR and EE performance of the four power
allocation methods against different power budgets of each
user. The number of users is set as 5 in this scenario. The
simulation results are presented as follows:

Fig. 4 depicts the SR of the proposed Q-learning based
power allocation algorithm, the random power allocation,
the OFDMA system, and the SRPA method for different
power budgets of each user. From Fig. 4 we can see that
NOMA schemes (QPA, SRPA, and NOMA random) always
outperform OFDMA. Specifically, the SR of the proposed
QPA algorithm is the best, followed by the SRPA scheme.
The SRPA and the NOMA random algorithms have nearly the
same SR performance when the power budget is small. As the
power budget increases, the SR of the QPA scheme increases
slowly, while the SR of the SRPA algorithm increases rapidly
until it approaches the SR of the QPA method.

As it is shown in Fig. 5, the EE performance of the three
NOMA algorithms are significantly better than that of the
OFDMA method. Overall, the EE of the four algorithms
decreases slowly as the power budget increases. The EE
performance of the SRPA algorithm is better than that of the

FIGURE 4. Sum rate versus power budget of each user.

FIGURE 5. Energy efficiency versus power budget of each user.

QPAmethod, but the gap between the two schemes gradually
decreases as the power increases.

C. EE AND SE AGAINST NUMBER OF USERS
In this section, we evaluate the EE and SE performance of
the four power allocation schemes under different number of
users. The power budget of each user is set as 1 Watt in this
scenario. The simulation results are presented as follows:

Fig. 6 displays the EE performance versus the number of
users. It can be seen from Fig. 6 that although there are small
fluctuations, the EE performance of the QPA algorithm is still
better than that of the NOMA random and OFDMAmethods.
As the number of users increases, the energy efficiency of the
QPA method gradually decreases while the energy efficiency
of the SRPA scheme increases slowly. When the number of
users is 2, the EE of the QPA scheme is much higher than that
of the SRPA method, and when the number of users is larger
than 12, the EE of the SRPA outperforms QPA.

Fig. 7 shows the SE versus the number of users. From
Fig. 7 we can see that the SE of QPA scheme is significantly
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FIGURE 6. Energy efficiency versus number of users.

FIGURE 7. Spectral efficiency versus number of users.

higher than that of other algorithms. As the number of users
increases, the SE of the three NOMA schemes gradually
increases while the SE of the OFDMA decreases. At the
beginning, the SE of the SRPA method is lower than that of
the NOMA random algorithm.With increasing the number of
users, the SE of the SRPA increases rapidly, and exceeds that
of NOMA random method when the number of users is 8.

The simulation results show that, compared to OMA,
NOMA can significantly improve the spectral efficiency and
the proposed method has better performance in terms of
SR and EE. We can infer that as the number of users and
power budget increase, the proposed Q-learning based power
allocation method will yield excellent performance.

Finally, Fig. 8 illustrates the impact of the number of
antennas on the sum rate of the proposed algorithm. On the
whole, as the value of M increases, the sum rate increases,
which indicates that more antennas at the base station can
bring better performance. We observe that when the num-
ber of users is small, there is little difference in SR per-
formance corresponding to different M . As the number of

FIGURE 8. Sum rate versus number of users.

users increases, the impact of the number of antennas on SR
performance gradually increases. Moreover, as the number
of users increases, the sum rate increases rapidly at first, and
tends to flatten when the number of users is 12.

D. COMPUTATIONAL COMPLEXITY ANALYSIS
We know that the complexity of the reinforcement learning
algorithm mainly depends on the state space size and action
space size. According to [36], we can estimate that the com-
putational complexity of the Q-learning algorithm with the
ε-greedy is O(SAH ) per iteration, where S is the number of
states, A is the number of actions, and H is the number of
steps per episode. According to the state space and action
space defined before, the amount of work per iteration is
O(MN 2K ), which mainly increases with the square of the
number of users, while the computational complexity of the
scheme proposed in [33] is proportional to the third power of
the number of users.

Combined with the performance analysis results shown
earlier, we find that our proposed method outperforms the
traditional optimization technique in terms of sum rate and
spectral efficiency. In addition, when the number of users
is large, our proposed method has advantages in terms of
computational complexity. It is worth noting that unlike deep
learning algorithm such as convolutional neural network,
which is a process of learning from a training data set and
then applying that to a new data set, QPA is able to adjust to
the changes in the network based on the feedback from the
environment.

E. LIMITATION OF THE PROPOSED SCHEME
As shown in Part B and C of Section IV, in terms of
SR, EE and SE, the overall performance of the proposed
Q-learning based power allocation method is better than that
of the NOMA system with random power allocation algo-
rithm, as well as the performance of the OFDMA system.
In addition, the SR and SE performance of the QPA are better
than that of EEPA. However, the proposed approach does
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not consider the fairness of the system. There may be some
extreme cases where the data rates of some users are too high
while the data rates of other users are too low. Therefore,
the proposed approach will fail in scenarios requiring fairness
among users.

V. CONCLUSION
In this paper, we apply a reinforcement learning algorithm,
Q-learning, to deal with the power allocation problem in
downlink MISO NOMA communication system. By inter-
acting with the environment, the agent, that is, the base
station, intelligently allocates different power levels to users
by multiple antennas, and iterates until the optimal perfor-
mance is obtained. The simulation results show that the
Q-learning based algorithm achieves better performance than
NOMA random and OFDMA algorithms in terms of sum
rate, energy efficiency and spectral efficiency under different
power budgets and different number of users. In addition,
the proposed QPA method is better than SRPA scheme in
terms of sum rate, spectral efficiency and computational com-
plexity. Future work will aim to solve the user clustering and
power allocation problems and improve the fairness of the
network as much as possible while obtaining better perfor-
mance. In addition, probabilistic methods could be applied
to provide uncertainty estimations for the resource allocation
problems.
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