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ABSTRACT The Exchange rate affects the economic development of various countries. To grasp the
information of the changeable exchange rate in time, it is necessary to predict the exchange rate price.
This paper proposes the CNN-TLSTM model to predict the United States Dollar/Chinese yuan (USD/CNY)
exchange rate closing price of the next trading day. The model consists of two parts, namely convolutional
neural networks(CNN)and tanh long short-term memory (TLSTM). The function of CNN is to extract feature
factors from the input data. TLSTM is used to receive the output data of CNN for prediction, and finally
obtain the prediction result. TLSTM is a new model proposed in this paper to improve the internal structure
of the long short-term memory (LSTM). Its advantage is to change the range of the output value of the
input gate, retain more data features, and prevent the output value of the input gate in LSTM from being
overfitting. This paper selects the exchange rate of USD/CNY data and some stock data for each trading
day from January 2, 2006, to October 30, 2020, as the experimental data. To prove the effectiveness of the
CNN-TLSTM prediction model, the model is compared with multilayer perceptron (MLP), CNN, recurrent
neural network (RNN), LSTM, and CNN-LSTM models. mean absolute percentage error (MAPE), mean
square error (MSE), and R-squared (R?) are used for comparative analysis. The experimental results show
that the CNN-TLSTM model has the best predictive effect on the USD/CNY exchange rate closing price of

the next trading day.

INDEX TERMS CNN, TLSTM, USD/CNY, exchange rate, prediction.

I. INTRODUCTION

The exchange rate issue has always been a hot topic in
international financial research. As an important role in the
economic market, the exchange rate has a certain influence
on all major markets [1]. The foreign exchange market is
a core component of every country’s financial market, and
exchange rate stability is crucial to macroeconomic stabil-
ity [2], [3]. In economic life, the exchange rate is not only
closely related to the country’s macro-control and economic
policies but also closely linked to the stability of the inter-
national economy [4]. Especially for emerging market coun-
tries, large exchange rate fluctuations in a short period will
have serious consequences for the financial market and even
the macro-economics of the entire country [5], [6]. The
gradual acceleration of CNY internationalization also further
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increases the frequency and range of CNY exchange rate
fluctuations. Therefore, in-depth research on the behavioral
characteristics of the USD/CNY exchange rate to improve
the accuracy of exchange rate prediction can help export
companies and individual investors avoid foreign exchange
risks. Exchange rate prediction also provides a reference for
the central bank and related management departments [7].
Exchange rate fluctuations are affected by many factors.
There is a non-linear relationship among the influencing
factors, which complicates the problem of predicting the
exchange rate closing price of the next trading day [8]. There-
fore, accurately predict the closing price of the exchange
rate requires many considerations, such as many influencing
factors, complex non-linear relationships, and the data char-
acteristics of the exchange rate itself [9]. This paper proposes
a prediction model for the USD/CNY exchange rate based on
CNN-TLSTM, which uses the exchange rate of USD/CNY
data and some stock data to predict the USD/CNY exchange
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rate closing price of the next trading day. First, the CNN
extracts the characteristics of the opening price of USD/CNY
exchange rate, the highest price of USD/CNY exchange rate,
the lowest price of USD/CNY exchange rate, the closing price
of USD/CNY exchange rate, the closing price of Nasdaq
Index, the closing price of Dow Jones Industrial Average, the
closing price of Shanghai Composite Index and the closing
price of Hang Seng Index. Then, TLSTM is used to calculate
the time series data consisting of these data to get the closing
price of the next trading day. This paper selects daily trans-
action data from January 2, 2006, to October 30, 2020, as the
experimental data. At the same time, the CNN-TLSTM model
is experimentally compared with five machine learning mod-
els of MLP, CNN, RNN, LSTM, and CNN-LSTM. The
results show that the prediction accuracy of the CNN-TLSTM
model is the highest. CNN-TLSTM shows important applica-
tion value in the prediction exchange rate, lays a foundation
for subsequent investment strategies. The innovations and
contributions of this paper mainly include the following:

1) Based on the research of LSTM, the internal structure
of the LSTM model is improved, and a new model
called the TLSTM model is proposed. TLSTM model
is to introduce a 1-tanh function after the input gate of
the LSTM model. The range of output value of the input
gate is changed to preserve as much important features
of the input data as possible.

2) According to the time series and correlation of the
exchange rate of USD/CNY data and stock data.
The CNN-TLSTM model is proposed to predict the
USD/CNY exchange rate closing price of the next trad-
ing day.

3) The CNN-TLSTM model proposed in this paper is
compared with five prediction exchange rate mod-
els. The experimental results show that the accuracy
and efficiency of the CNN-TLSTM model are more
suitable for the prediction exchange rate.

The rest of this paper is organized as follows: Section II.
presents the research of time series prediction in recent years;
Section III. describes the principle of CNN-TLSTM proposed
in this paper; Section IV. introduces the experimental envi-
ronment, dataset, data preprocessing, experimental parameter
settings, and experimental results and analyzed; Section V.
summarizes the work of this paper.

II. LITERATURE REVIEW

Because of the importance of exchange rate prediction, many
scholars have focused on the study of exchange rate predic-
tion. In the past few years, different techniques have been pro-
posed to predict the foreign exchange market [10]. Because
the CNY exchange rate fluctuation is affected by many
factors, and there is a nonlinear and complex relationship
between these influencing factors, it is difficult for traditional
statistical methods to reveal their inherent laws. With the
continuous development of data mining technology and deep
learning theory, machine learning algorithms have achieved
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excellent performance in the financial field [11], [12].
In recent years, a large number of scholars at home and
abroad have used deep learning methods for financial pre-
diction research. The deep learning method is proved to be
more effective than traditional linear models (autoregressive
integrated moving average (ARIMA), autoregressive mov-
ing average (ARMA), et al.) and nonlinear models (sup-
port vector regression (SVR), MLP, et al). In 2013, Devi
used the ARIMA model to predict the Niftymidcap50 index,
the results showed that the prediction error of the ARIMA
model was within the acceptable range, but there were better
methods to be discovered [13]. In 2014, Rout thought that
when using the ARMA model to study exchange rate series,
the original exchange rate data needs to be trained by differen-
tial evolution algorithm first. This could eliminate the redun-
dancy of the original data, thereby improving the prediction
performance of the ARMA model [14]. In 2015, Nayak used
MLP to predict the stock market index, but the effect was
mediocre [15]. In 2016, Persio used MLP, CNN, and LSTM to
predict the closing price of the Standard & Poor’s 500 Index.
The results showed neural network can predict financial time
series data [16]. In 2017, Qonita used ARIMA to predict
the exchange rate of the rupiah against USD, and the results
showed that the ARIMA model was a feasible method to
predict the rupiah against USD [17]. In 2018, Khashei used
ARIMA/MLP model in the comparative study of stock price
prediction, believed that ARIMA/MLP model cloud obtain
more accurate results overall [18]. In 2019, Fu used SVR
to predict the CNY exchange rate. The results showed that
the proposed evolutionary SVR was a promising method
for predicting the CNY exchange rate [19]. In 2019, Zhelev
proposed to apply LSTM to financial market time series [20].
In 2019, Liao used RNN, SVM, and other machine learning
techniques to predict time series data in the financial sector.
He predicted the USD/ CNY exchange rate as an example,
and the results show that RNN has the best results [21].
In 2020, Li used the BP neural network to predict the
exchange rate trend of the USD/CNY. The prediction results
showed that the USD/CNY index showed an upward trend
in the short term [22]. In 2020, Islam used the GRU-LSTM
hybrid network to predict exchange rate, compared it with
LSTM, gate recurrent unit (GRU), and simple moving aver-
age (SMA). This model was proved to be superior to other
models [23]. In 2021, Hu used CNN, LSTM, RNN, and
other deep learning prediction models to study the stock and
foreign exchange market prediction. Through MAPE, mean
absolute error (MAE), and other performance indicators to
show the results, it is concluded that the research on the
financial field based on the deep learning method is gradually
increasing [24].

Ill. MODEL
A. CNN-TLSTM

To better predict the USD/CNY exchange rate closing price
of the next trading day, this paper builds a CNN-TLSTM
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FIGURE 1. CNN-TLSTM model structure diagram.

prediction model. The structure diagram of the CNN-TLSTM
model is shown in Fig. 1.

The model is divided into four layers: input layer, CNN
layer (convolution layer and pooling layer), TLSTM layer,
and output layer. The input layer is used to input the relevant
data for the prediction of the exchange rate of USD/CNY.
The convolutional layer in the CNN layer is used for fea-
ture extraction of input data, and the pooling layer reduces
the dimension of the features extracted by the convolutional
layer. The TLSTM layer performs time series prediction on
the input data after feature extraction. The output layer out-
puts the output value of the TLSTM layer and completes the
prediction of the USD/CNY exchange rate closing price of
the next trading day.

B. CNN

CNN is a network model proposed by LECUN in 1998 [25].
In recent years, CNN has been widely used, which can
efficiently and accurately complete prediction tasks. In the
prediction of the artificial neural network, feature extraction
requires humans to define features. This method of extract-
ing features cannot effectively represent features. CNN is
the first to do image recognition and classification. It has
good performance in feature extraction, which can effectively
solve the shortcomings of artificial neural network in feature
extraction.

The results of feature extraction of data by CNN directly
affect the accuracy of the predicted values. CNN is an effi-
cient deep learning model. Its hierarchical structure is mainly
composed of the input layer, convolutional layer, pooling
layer, and fully connected layer. Each layer plays a very
important role [26] [27]. The convolutional layer is the core
of CNN. The convolution operation is mainly used for feature
extraction, and the convolutional layer is used for convolu-
tion operation [28]. The pooling layer is generally after the
convolutional layer because after the convolution is done,
the data dimension is still large when the convolution kernel is
small. To reduce the dimension of data, a pooling operation is
carried out to effectively reduce the network parameters and
prevent overfitting. The fully connected layer functions as a
“classifier” in the entire convolutional neural network.
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C. LSTM

LSTM is a special RNN. With the increase of training time
and the number of network layers, the original RNN has a
short-term memory. LSTM uses gates to control the mem-
ory process, which can effectively solve the problem of
gradient disappearance and gradient explosion during long
sequence training [29], [30]. After experimental verification,
it is found that LSTM is good at dealing with multi-variable
or multi-input problems. The characteristics of LSTM help to
solve the time series prediction problem.

The LSTM architecture is shown in Fig. 2.
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FIGURE 2. LSTM architecture diagram.

LSTM mainly includes three gates (the forget gate,
the input gate, the output gate) and the memory cell [31].
The memory cell can control the transfer of information to the
next moment. The forget gate is mainly to selectively forget
the input data from the previous node [32]. The input gate
is a selective memory of the input data at this stage, with
more records for the important part and fewer records for the
non-important part. The output gate determines what is output
as the current state [33].

D. TLSTM

TLSTM is a new model proposed in this paper to improve
the internal structure of the LSTM model. The TLSTM is
designed to prevent the output value of the input gate in
LSTM from overfitting. TLSTM introduces the 1-tanh func-
tion after the input gate of LSTM to change the value range of
the output value of the input gate to ensure that the important
features of the input data are retained as much as possible. The
structure of TLSTM is shown in Fig. 3. When the input gate
of LSTM is activated using the Sigmoid function, the output
values close to 0 are discarded, and the output values close
to 1 are completely preserved and transferred. The output
range of the input gate is [0, 1]. When the 1-tanh function is
introduced, the output value close to 1 will become close to
0.25, the output value close to 0 will become 1, and the output
value close to the middle of 0-1 will become 0.5 on both
sides. The output value range of the gate becomes [0.25, 1].
Transforming the data into more distinct intervals helps cap-
ture the correlation between time series data.
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FIGURE 3. TLSTM architecture diagram.

The calculation formulas for TLSTM are as follows:

fi =0 (Wr - Thi—1. %]+ by) (1)
ir =0 (W [h—1,x]+ bi) 2)
0 =0 Wolhi—1, %]+ by) 3)
Ci = tanh (W - [hy—1, %] + be) 4)
t; = 1 — tanh (iy) (5)
Cr=fi%xC_1+1,%C (6)
hy = o4 x tanh (Cy) @)

where W¢ is the weight of forget gate, by is the bias of forget
gate, W; is the weight of input gate, b; is the bias of input gate,
W, is the weight of candidate cell, b, is the bias of candidate
memory cell, W, is the weight of output gate, b, is the bias
of output gate.

The calculation processes of TLSTM as follow: Firstly,
the output data of the previous TLSTM unit and the input data
of the current moment enter the forget gate, the input gate,
the output gate, and the candidate memory cell, the corre-
sponding output value is obtained. Secondly, according to the
output value of the input gate, the 1-tanh function is used to
transform the output value of the input gate. Thirdly, accord-
ing to the output value of the forget gate, the transformed out-
put value of the input gate, the candidate memory cell state,
and the memory cell state of the previous TLSTM, the current
memory cell state is calculated. Finally, the output value of
the TLSTM is calculated based on the current memory cell
state and the output value of the output gate.

IV. EXPERIMENT

To prove the effectiveness of the CNN-TLSTM prediction
model, it is also compared with five machine learning models:
MLP, CNN, RNN, LSTM, and CNN-LSTM.

A. EXPERIMENTAL ENVIRONMENT

All model experiments in this paper are carried out in the
same experimental environment, the hardware and software
environments are shown in Table 1.

B. DATASET
The data used in this paper are all from the Wind
database. The daily trading data of USD/CNY exchange rate,
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TABLE 1. Experimental software and hardware environment.

Experimental

. Environmental Constraints
Environment

Processor: i5-1135G7 Radeon
R4,8Compute Cores 4.2GHz

Memory: 16GB

Hard Disk Capacity: 512G

Graphics Card: NVIDIA MX450
Operating System: Windows 10.0 64bit
Python: 3.7.6

Keras: 2.1.0

TensorFlow: 1.14.0

Hardware Environment

Software Environments

Nasdaq Index, Dow Jones Industrial Average, Shanghai Com-
posite Index, and Hang Seng Index from January 2, 2006,
to October 30, 2020, are used as experimental data. Where,
the data of USD/CNY exchange rate includes opening price,
highest price, lowest price, and closing price. This paper uses
only the daily closing prices of the Nasdaq Index, Dow-Jones
Industrial Average, Shanghai Composite Index, and Hang
Seng Index as data content. Partial sample data are shown
in Table 2.

Where, Open represents the opening price of the
USD/CNY exchange rate (Yuan), High represents the highest
price of the USD/CNY exchange rate (Yuan), Low represents
the lowest price of the USD/CNY exchange rate (Yuan),
Close represents the closing price of the USD/CNY exchange
rate (Yuan), Sh Represents the closing price of the Shanghai
Composite Index (Yuan), Ixic represents the closing price of
the Nasdaq Index (Yuan), His represents the closing price of
the Hang Seng Index (Yuan), and Dji represents the closing
price of the Dow Jones Industrial Average (Yuan).

The data from January 2, 2006, to December 31, 2019, are
selected as the training set. The data from January 1, 2020,
to October 30, 2020, are selected as the test set.

C. DATA PREPROCESSING

The non-stationary data is not suitable for fitting the neural
network model. In 2020, Livieris used Augmented Dickey—
Fuller (ADF) test to test the stationarity of the original train-
ing data [34]. So ADF test is used to test the stationarity of
the original training data in this paper. Table 3 shows the
results of the original training data ADF test. By consider-
ing the t-statistics (t-stat) and the associated p values. The
null hypothesis Hy “the levels possess a unit root and are
non-stationary” is accepted. Therefore, the original data is
non-stationary.

To make the data stationary, it is suitable for fitting neural
network. This paper uses a feasible region to preprocess
original training data. The feasible region calculation formula
is as follows:

Yn = Xn — Xp—1 (8)

where y, is the value after the difference, x;, is the original
value, x,,_1 is the previous data.
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TABLE 2. Partial sample data.

Date Open High Low Close Sh Ixic Hsi Dji
2006/01/04  8.0662  8.067 8.0655 8.067 1180.963  2263.46 15200.06 10880.15
2006/01/05  8.063 8.0654 8.063 8.0637 1197.269 2276.87 15271.13  10882.15
2006/01/06  8.0648  8.0648  8.063 8.063 1209.422  2305.62 15344.44 10959.31
2006/01/09  8.0639 8.0639 8.062 8.0621 1215.668 2318.69 15547.43 11011.9
2006/01/10  8.0674  8.0674  8.062 8.062 1220.618 232032 15569.91 11011.58
TABLE 3. ADF test of the original training data.
Series Open High Low Close Sh Ixic Hsi Dji
t stat. -1.0534  -1.1171  -1.1171 -1.0726 -1.0775 3.0413 -1.5536  0.9340
p value  0.7333 0.7082  0.7082  0.7259  0.7240 _ 1.0000  0.5069  0.9935
TABLE 4. ADF test after data preprocessing.
Series Open High Low Close Sh Ixic Hsi Dji
t stat. -12.9752 -10.6443 -10.9645 -11.9556 -12.3046 -12.6582 -12.4792 -13.9898
pvalue  4.7847¢-24  4.8408e-19  8.1687e-20  4.2177e-22  7.3214e-23  1.3225e¢-23  3.1194e-23  4.0363¢-26

The results of the ADF test after preprocessing are shown
in Table 4. The null hypothesis Hy is rejected. Therefore, the
preprocessed data is stationary, and it is suitable for neural
network training.

D. EXPERIMENTAL PARAMETER SETTINGS

The optimal parameters for each layer of the CNN-TLSTM
model are shown in Table 5. The main parameters of the
convolution layer include filter, kernel_size, activation func-
tion, padding. The main parameters of the pooling layer are
pool size and padding. The main parameters of TLSTM are
the number of hidden units and the activation function. The
time_step, optimizer, learning rate, loss function, epochs,
and batch_size are parameters for training found by the grid
search method.

TABLE 5. Optimal parameters table for each layer of CNN-TLSTM model.

Parameters Value
Convolution Layer Filters 60
Convolution Layer Kernel size 2
Convolution Layer Activation Function  Sigmoid
Convolution Layer Padding Valid
Pooling Layer Pool_size 1
Pooling Layer Padding Valid
Number of TLSTM Layer Hidden Units 60
TLSTM Layer Activation Function Tanh
Time_step 5
Optimizer Adam
Learning Rate 0.001
Loss Function MAE
Epochs 50
Batch size 60

The parameter settings are explained as follows:
The filters of the convolution layer are the dimensional-
ity of the output space. Kernel_size of convolution layer is
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the size of the convolution kernel when CNN convolutes.
The activation function of the convolution layer is used to
introduce non-linear factors. Common activation functions
are Relu, tanh, Sigmoid. Padding of the convolution layer
is the edge filling method for convolution operation. The
pool size of the pooling layer is the size of the max pooling
window. Padding of the pooling layer is the edge filling
method for pooling operation. The number of TLSTM layer
hidden units is the dimensionality of the output space. The
activation function of the TLSTM layer is used to intro-
duce non-linear factors. Common activation functions are
Relu, tanh, Sigmoid. The time step is the length of the time
series. Optimizer is used to update parameters and optimize
objective functions. The learning rate determines whether the
neural network can converge to the global minimum. The loss
function is obtained in the forward propagation calculation,
and it is also the starting point of reverse propagation. Epochs
is the number of times required for training. Batch_size is
used to define the number of samples to be processed before
updating internal model parameters.

The model structure diagram of CNN-TLSTM after setting
the parameters is shown in Fig. 4. Firstly, the training set
data are input into the model. Secondly, the convolution layer
extracts the features of the data. Through the pooling layer,
the output data are obtained. Thirdly, the output data enter
the TLSTM layer for training. Finally, the trained output data
enter the output layer to obtain the output value.

E. EXPERIMENTAL RESULTS AND ANALYSIS

To prove the high performance and high accuracy of
CNN-TLSTM, MLP, CNN, RNN, LSTM, CNN-LSTM and
CNN-TLSTM are respectively used to predict the USD/CNY
exchange rate closing price of the next trading day under the
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FIGURE 4. CNN-TLSTM model structure diagram.
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FIGURE 5. Comparison of MLP predicted value and true value.

Comparison of CNN predicted value and true value
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FIGURE 6. Comparison of CNN predicted value and true value.

same operating environment, the same training set and the
same test set. Firstly, the six models are trained 50 times with
the divided training set data, and the optimal training model is
saved. Then the optimal model is used to predict the test set.
Fig. 5-10 show the comparison between the true value and the
predicted value of the six models.

From the comparison figure of the six models, it can be
seen that the CNN-TLSTM model has the highest degree
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FIGURE 7. Comparison of RNN predicted value and true value.
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FIGURE 8. Comparison of LSTM predicted value and true value.
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FIGURE 9. Comparison of CNN-LSTM predicted value and true value.

Comparison of CNN-TLSTM predicted value and true value
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FIGURE 10. Comparison of CNN-TLSTM predicted value and true value.

of fitting between the true value and the predicted value,
and the MLP model has the lowest degree of fitting. On the
whole, the fitting degree of the CNN model is better than
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that of the MLP model. Compared with the RNN model,
the CNN model not fitting degree well in the middle part.
Compared with the LSTM model, the fitting degree of the
RNN model in individual values is worse than the LSTM
model, and the LSTM model is slightly better. Compared
CNN-LSTM model with the LSTM model, the CNN-LSTM
model has a better fitting degree in the middle part. Compared
with the CNN-TLSTM model, the fitting degree of the
CNN-TLSTM model near the peak is better than that of
the CNN-LSTM model. The true value of the CNN-TLSTM
model almost coincides with the predicted value. Therefore,
the overall prediction effect of the CNN-TLSTM model is the
best.

To compare the prediction performance of models more
clearly, MAPE, MSE, R? are used to evaluate and compare
the prediction results. The comparison results of the six mod-
els’ evaluation index are shown in Table 6. The comparison of
the six models of MAPE is shown in Fig. 10, the comparison
of MSE is shown in Fig. 11, and the comparison of R? is
shown in Fig. 12.

TABLE 6. Comparison of five methods evaluation indexes.

Model MAPE MSE R?
MLP 0.40141 0.00125 0.96543
CNN 0.30956  0.00090 0.97527
RNN 0.29090  0.00084  0.97693
LST™M 0.22448  0.00047  0.98694
CNN-LSTM 0.20728  0.00042  0.98845
CNN-TLSTM _ 0.18945  0.00038  0.98950

MAPE

MLP CNN RNN LSTH
Hode |

CNN-LSTM  GNN-TLSTM

FIGURE 11. MAPE comparison diagram of six prediction models.

MSE

00125

0.0012
0.0010

7]

2 0.0008
0.0006

0.0004

we ONN RNN LSTH CONN-LSTH CNN-TLSTH
Mode

FIGURE 12. MSE comparison diagram of six prediction models.
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The MAPE calculation formula is as follows:

mapE = 100% 3 Si =i
n =1y
where y; is the predicted value and y; is the true value. The
value range of MAPE is [0, 400]. The smaller the value of
MAPE, the better accuracy of the prediction model.
The MSE calculation formula is as follows:

1 -
MSE = - Z;’:l i = 5)’ (10)

where y; is the predicted value and y; is the true value. The
closer the MSE is to 0, the better the model prediction.
The R? calculation formula is as follows:
5 (Z?zl (vi — 9i)2> /n
R°=1- - 5 (11)
(ZL (i — i) )/n

where J; is the predicted value, y; is the true value, and y; is
the average value. The value range of R? is 0 to 1. The closer
it is to 1, the better the performance.

©))

R2

098950
0.990 0.98845 y

0.985

0.980

R2

0.975

0.970

0.965

MLP CNN RNN LSTM
Mode |

CNN-LSTM  CNN-TLSTM

FIGURE 13. R2 comparison diagram of six prediction models.

From Table 4 and Fig. 11-13, the following conclusions
can be drawn:

Both MAPE and MSE of CNN-TLSTM are the smallest,
R? is nearest to 1., MAPE and MSE of MLP are both the
largest, and R? is the smallest. The order of MAPE from
high to low is MLP, CNN, RNN, LSTM, CNN-LSTM, CNN-
TLSTM. The order of MSE from high to low is MLP, CNN,
RNN, LSTM, CNN-LSTM, CNN-TLSTM. The order of R?
from high to low is CNN-TLSTM, CNN-LSTM, LSTM,
RNN, CNN, MLP. MLP has the least predictive accuracy
because MLP is shallow learning. Compared with CNN, both
MAPE and MSE of RNN decreases, R? increases, MAPE
decreases from 0.30956 to 0.29090, MSE decreases from
0.00090 to 0.00084, R? increases from 0.97527 to 0.97693.
It shows that RNN has better prediction accuracy than CNN.
Because CNN are mainly used for image recognition and
classification. Compared with RNN, LSTM decreases MAPE
by 22.83%, MSE decreases by 44.05%, R? increases by
1.02%. The results show that LSTM has a higher predic-
tion accuracy than RNN, can effectively avoid the gradi-
ent disappearance and gradient explosion caused by RNN,
more suitable for time series prediction. Compared with
LSTM, the MAPE of CNN-LSTM decreases from 0.22448 to
0.20728, decreases by 7.66%, MSE decreases by 10.64%
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from 0.00047 to 0.00042, R? increases by 0.15% from
0.98694 to 0.98845. The results show that when CNN is intro-
duced into the LSTM model for feature extraction, the accu-
racy of the prediction model can be improved. Compared
with CNN-LSTM, the MAPE of CNN-TLSTM decreases
from 0.20728 to 0.18945, MSE decreases by 9.52%, from
0.00042 to 0.00038, R? increases by 0.10%, from 0.98845 to
0.98950. The results show that the TLSTM model introduces
the 1-tanh function after the input gate of the LSTM model,
which preserves the important features of the input data and
improves the prediction accuracy.

From the comparison of the three evaluation indexes,
CNN-TLSTM is better than the other five models.
CNN-TLSTM shows that by changing the value range of the
output value of the input gate, and it is ensured that the impor-
tant features of the input data are retained as much as possible
so that the prediction accuracy of the CNN-TLSTM model is
higher. Therefore, the CNN-TLSTM model proposed in this
paper is superior to the other five comparison models in terms
of both fitting degree and error. CNN-TLSTM model can well
predict the USD/CNY exchange rate closing price of the next
trading day.

Autocorrelation
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FIGURE 14. ACF plot of residuals of CNN-TLSTM.

Livieris used Auto-Correlation Function (ACF) Plot to
examine for auto-correlation in the residuals. To prove
the reliability of the CNN-TLSTM prediction model,
Auto-Correlation Function (ACF) Plot is used to examine for
auto-correlation in the residuals which are the error between
the predicted value and the true value. The ACF plot is
shown in Fig. 14. In the ACF plot, the confidence limits
are denoted with a blue region and are constructed assuming
that the residuals follow a Gaussian probability distribution.
As shown in Fig.14 the residuals of CNN-TLSTM exist no
autocorrelation. This implies that the model is reliable.

V. CONCLUSION

According to the research status of foreign exchange and
financial time series data at home and abroad. MLP, CNN,
and LSTM models have some disadvantages, such as low

VOLUME 9, 2021

prediction accuracy and single model structure. Therefore,
the CNN-TLSTM model is proposed. The model includes
two parts, namely CNN and TLSTM. The function of CNN
is to extract feature factors of the input data, and TLSTM
is used to receive the output data of CNN for prediction.
TLSTM is a new model proposed in this paper to improve the
internal structure of the LSTM model. The 1-tanh function
is introduced after the input gate of LSTM to change the
value range of the output value of the input gate. The impor-
tant characteristics of the input data are retained as much
as possible to prevent the output value of the input gate in
LSTM from overfitting. This paper selects the opening price
of USD/CNY exchange rate, the highest price of USD/CNY
exchange rate, the lowest price of USD/CNY exchange rate,
the closing price of USD/CNY exchange rate, the closing
price of Nasdaq Index, the closing price of Dow Jones Indus-
trial Average, the closing price of Shanghai Composite Index,
and the closing price of Hang Seng Index from January 2,
2006 to October 30, 2020, are used as experimental data
to predict the USD/CNY exchange rate closing price of the
next trading day. CNN-TLSTM model compares with MLP,
RNN, CNN, LSTM, and CNN-LSTM model. The experi-
mental results show that the CNN-TLSTM model has good
predictive ability for complex nonlinear problems, and can
predict the USD/CNY exchange rate closing price of the next
trading day.
The future research will mainly have two aspects:
1) In the improved scheme of LSTM, it is considered to
change the output range of forget gate and output gate.
2) In the study of exchange rate prediction models, due to
many factors affecting the closing price of the exchange
rate, this paper only considers the influence of histor-
ical price data of USD/CNY exchange rate and some
stock data. However, the global impact of COVID-
19 and related national policies have not become input
variables.
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