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ABSTRACT In the last few years, deep learning-based models have made significant inroads into the field
of handwriting recognition. However, deep learning requires the availability of massive labelled data and
considerable computation for training or automatic feature extraction. The role of handcrafted features and
their significance is still crucial for a specific language type because it is a unique way of writing the
characters. These are primitive segments that describe the letter horizontally or vertically distinguish an
Arabic letter. This article develops a new type of feature for handwriting using Segments Interpolation (SI) to
find the best fitting line in each of the windows and build a model for finding the best operating point window
size for SI features. The experimental design was done on two subsets of the Institute for Communications
Technology/Ecole Nationale d’Ingénieurs de Tunis (IFN/ENIT) database. The first one contains 10 classes
(C10), and the second one has 22 classes (C22). The extracted features were trained with Support Vector
Machine (SVM) and Extreme Learning Machine (ELM) with different kernels and activation functions.
The evaluation metrics from a classification perspective (Accuracy, Precision, Recall and F-measure) were
applied. As a result, SI shows significant results with SVM 90.10% accuracy for C10 and 88.53% accuracy
for C22.

INDEX TERMS Arabic handwriting word recognition, classification, ELM, feature extraction, segments
interpolation and SVM.

I. BACKGROUND
Handwriting recognition is a dynamic model and simulation
environment that is considered a part of pattern recognition.
It can contribute an essential benefit to our real life [1]. The
diversity of handwriting recognition comes with extensive
usage of a massive number of costly computational aspects.
Currently, the technology provides an exceptionally smooth
technique and, at the same time, hides the bright side of
handwriting text. Several applications where handwriting
recognition is necessary, such as bank cheques [2], postal
addresses [3], and handwritten form processing [4].

Numerous studies on handwriting recognition, especially
for the Latin script [2], [3], have been conducted over the
last few decades. There are quite good results for machine
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printed text recognition with over 99% accuracy, for instance.
However, in Arabic handwriting recognition as against Latin
[7], only minor studies have been carried out. Due to the intri-
cacy of Arabic text and insufficient databases about this lan-
guage [8]. Recognition of Arabic text is in the initial phases
compared to the recognition of Chinese, Latin, and Japanese
manuscripts. Furthermore, there are several challenges in
Arabic writing recognition practices from the data’s cursive
form. These challenges arise due to several aspects, like the
Arabic writing setup that is cursive, the pen, the writing style,
and other elements.

Arabic handwriting recognition consists of two classes,
online and offline [9], respectively. First, the characteristics
of the handwritten text determines the class of online hand-
writing recognition, which includes real-time conversion of
text as it is produced. In the real-time scenario, the writ-
ing medium is typically a Personal Digital Assistant (PDA),
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tablet, or a flat panel. Such media record data about the
motion, location, and probably the pressure applied on the
surface, and the data is subsequently fed to the recognition
system. Secondly, offline text recognition comprises the text
being produced using pen and paper before being fed into
the recognition system [10]. Offline systems require scans
of handwritten text, and typically the scanned images are
initially enhanced. The next step comprises the extraction
of features from the bitmaps using digital image processing
methods. Offline handwriting recognition is also referred
to as Optical Character Recognition (OCR), encompassing
printed text recognition [11]. Offline recognition of Arabic
handwriting is a problematic research domain, in contrast to
the Latin script, which is the direction of writing in Arabic
from right to left. From a presentation standpoint, the form of
an Arabic letter varies with its placement in a word, neighbor-
ing characters with different shapes of writing based on their
position in word or overlap, which is especially important in
Arabic. Additionally, there are numerous ligatures; theArabic
script’s specified aspects present several challenges to offline
handwriting recognition.

The literature studies indicate that the number of published
Arabic studies of handwriting has little to do with other text-
identifying languages than the number of published Arabic
language studies [12]. Most studies on Arabic handwriting
recognition tackle an isolated character, word, or digit recog-
nition [7], [8].

Academics have found many kinds of challenges in rec-
ognizing offline Arabic handwriting [15], such as the Arabic
language is written in a cursive formwith overlapping charac-
ters [16]. Due to these overlapping characters, the separation
of words in Arabic writing is complicated and needs to utilize
contextual information in many cases. The overlapping of
characters makes the assignment of dots or diacritics a chal-
lenging task. Arabic handwriting contains many ligatures.
Some of these ligatures are optional. Ligatures are difficult to
segment into component characters. They may be treated as
separate characters, and writing styles have a terrible effect
in some cases. Many Arabic characters have ascenders and
descenders, which means that words from different lines
touch each other even if they are not on the same baseline.
There are also some other issues that the researchers in offline
Arabic handwriting recognition have to deal with, for exam-
ple, difficulties due to the writing process and scanning. The
scanning process may introduce noise from the scanner bed-
page border.

The number of studies in Figure 1 illustrates the num-
ber of published articles in Google scholar using five
keywords: Arabic handwriting recognition, Latin handwrit-
ing recognition, Chinese handwriting recognition, Japanese
handwriting recognition, and English handwriting recog-
nition languages considering the years between 2015 and
2021. We can observe the number of Arabic studies has
risen from 2230 studies in 2015 to 2930 studies in 2020.
Figures 1 reported in 2021, which is focused on a growing
number of published articles, promised a higher publication

FIGURE 1. Illustrate the number of publication of handwriting
recognition.

than in the previous years. The remaining languages can see
how the number of studies has fluctuated. In comparison,
we can see a substantial increase in handwriting recognition
in the number of Arabic studies.

However, these issues and difficulties make Arabic word
decomposition into letters a very delicate process and not
always ensured due to variability in writing styles from one
person to another. It makes the problem of recognition of
Arabic words complex and challenging. Many methods and
techniques for other languages are not directly applicable to
the Arabic script. Methods for recognizing Arabic handwrit-
ing should also consider these Arabic handwriting character-
istics. Hence, building handwriting recognition of the Arabic
language based on multi-type features is helpful to increasing
the system’s performance. Increasing the number of extracted
features is not adequate, but it is needed to provide features
with a different nature or perspective of describing the Arabic
letters. Reviewing the used features for Arabic handwriting,
we find two main categories: one is based on a geometrical
assumption about the way of drawing the Arabic letters,
which might not be an accurate assumption, and the other
is based on mathematical transformation. The issue with the
former category is the lack of data-supportive techniques like
interpolation or regression. Therefore, this article aims to
present the following contributions:

• Investigate the existing feature extractors of handcrafted
features with the techniques and implementation in dif-
ferent domains.

• Develop a new geometric feature extraction model that
is suitable to capture patterns inside Arabic handwriting
images. More specifically, Segment Interpolation (SI)
helps approximate the various letters in Arabic.
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• Adopting features requires identifying the best operating
point or setting for the data considered since dataset
images have one or more words in the image. This model
required an automatic model to obtain the best window
size of the developed SI features.

• A comprehensive evaluation of the developed contri-
butions came from a classification perspective. Four
evaluation metrics considered for classification are as
follows: Accuracy, Precision, Recall, and F-measure.

The rest of the paper is organized as follows. The related
works in Section II and Section III present the proposed
method for segment interpolation. Section IV presents the
experimental setup, including the dataset, and Section V pro-
vides the discussion of our approach with confusion matrix
and comparison methods. Finally, Section VI concludes the
paper.

II. RELATED WORKS
There are two ways to extract features from an image. Firstly,
the most classical way is to design features specially tuned
for the task and sometimes even tuned for a specific dataset.
These features are referred to as handcrafted features since
the algorithm used to extract them was designed manually,
incorporating a priori information on the data’s specificities.
Some of the handcrafted features are very simple, while
some more recent feature sets are complex and generally
highly dimensional. Secondly, learning features are an image
in machine learning, which has been used more since the
advent of deep learning. The following section will focus on
the first category of the handcrafted feature using techniques
and implementation in the Arabic handwriting recognition
domain.

A new offline Arabic word recognition technique suggests
segmenting words into characters. Metwally et al. [17] also
adopted the segmentation of training data into individual
letters for recognition. The Hidden Markov Model (HMM)
is trained for every letter of the alphabet while also consider-
ing several writing styles and letter positions. The scenario
requires varying features extracted from different dataset
images, thereby enhancing the system’s recognition accuracy.
The method was tested using the IFN/ENIT database with
the findings reported. Jayesh et al. [18] proposed another
approach. A competent offline Arabic handwritten word
recognition method. The HMM technique adopted the sliding
window mechanism to extract significant features, and the
model was examined in two words based on systematic and
holistic approaches without word segmentation.

Another system for offline recognition of Arabic hand-
written words presented, which was based on HMM, where
they consider the contextual character information [19]. The
approach is methodical, segmentation-free, and feature-free,
based on baseline approximation to integrate peculiarities of
both the pixel and text distribution of the word image. This
method [20] used a Scale Invariant Feature Transform (SIFT)
extractor to help them divide the image into 16 equal-sized

frames. It then divided each frame into another 16 sub-frames,
achieving directional orientation and gradient measure to
facilitate the fit of the entire image. Akram and Khalid [21]
introduced this approach to scanning the image from right
to left of line text image by sliding window technique. Each
window is divided vertically into fixed cells and extracts
information from each cell, and then the feature vectors are
trained on HMM. Tavoli et al. [22] developed a new feature
extractor based on straight lines found in the word’s geo-
metric and quantitative characteristics, referring to Hough’s
theory’s works. They used the location, length, angle, and
number of straight lines for recognition.

This approach [23] introduced a model where they used
a geometric feature to fit each character. They divided the
image into four frames and extracted pixels with values
between 255 and 0. Once the positive pixels are identified,
they combine pixels with straight lines and use the line
length as an extraction feature. Moreover, the study has used
Soble operators to identify the characters against the bor-
der and edge accurately. This approach was introduced by
Arbain et al. [24] to explore triangular geometry as the best
fit for handwriting recognition. They split an image using the
Zoning technique and assessed each frame individually by
applying triangular geometry as feature extraction. Theywere
able to obtain high percentages of fits that lead to recognition
once frames were reassembled.

Tamen et al. [25] developed Statistical and Contour Fea-
tures (SCF) to extract local information based on the word
images’ contour. The SCF method is conducted in several
steps to extract information: Firstly, written pixels are colored
on the background. Secondly, the ratio between the sum of
foreground pixels. Thirdly, the image area and the sliding
windows of different sizes. These features allow us to dis-
tinguish between globally similar words but whose character
content is different. These features can enhance the informa-
tion provided by moments.

Elleuch et al. [26] proposed a handcrafted feature as input
with supervised learning, the design feature Histogram of
Oriented Gradients (HOG) is used to extract features from
textual images. They used a technique to subdivide the image
into small connected and equally spaced regions called cells
by calculating pixels in each cell.

Hassan and Alawi [27] also implemented a Discrete
Wavelet (DWT) technique, which divides each picture into
several layers, then evaluates every layer with a high ver-
tical and low vertical coefficient filter, accompanied by a
diagonal filter that all combined to give the overall coeffi-
cient. Abdalkafor [28] applied a directional filter via zon-
ing technique that split the image into nine grids: zoning
techniques that split the image into nine grids that were all
extracted individually. The feature was built on Euler no1,
which is known for producing good results when applied
to binary images with topological structures. Another group
of researchers [2] studied stroke direction from which they
built a gradient vector for finding local structural simi-
larities with the Gabor filter. Table 1 examines variation
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TABLE 1. Demonstrate feature extractor implementation in different domains.

feature extraction techniques and their application in other
domains.

The existing feature extractors ignored the single type
of feature that behaves in the same level of discrimination
for all handwriting data classes. Due to the writing changes
between words in the Arabic letters and types of handwriting,
the summary of this analysis, despite the numerous studies
proposed for handwriting in general and Arabic handwriting
in particular. The geometrical nature of letters in terms of the
percentage of segment components (Vertical or Horizontal)
in the writing combination was not having enough attention
and has been associated with systematic handcrafted feature
extraction. The previous studies motivated us to provide a
novel type of feature that depends on Arabic word segments.

III. PROPOSED METHODS
This section presents the developed methodology for accom-
plishing the objectives. It starts with presenting the feature
extractor Segment Interpolation (SI) in Sub-Section A. Fur-
thermore, it provides amodel for selecting the optimal operat-
ing point of this novel feature presents in Sub-Section B. This
makes it generalizable to any handwriting data. Afterward,
feature normalization is presented in Sub-Section C. This
stage is essential in any machine learning application. Next,
the individual-based classifier’s training concerning features
means that each classifier will be trained separately on each
SI feature type.We provide two types of classifiers: SVM and
ELM in Sub-Section D.

A. SEGMENTS INTERPOLATION (SI)
The proposed feature extractor SI was designed to extract
the best fitting line in each window images. Because some
images have more than one word written in one image,
the widths (W ) of the image are not equal to the heights (H ).
Applying a fixed window size to the entire image with the
unequal size is critical.

FIGURE 2. Segment Interpolation (SI) Model.

We need to decompose the image into equal size H×Was
shown in Figure 2 step 2, and we extracted SI features based
on decomposing the image into equal parts called windows
in step 3. Next, we run a Least Square Estimation (LSE)
to find the best fitting line in each window in step 4. The
LSE process is a form of mathematical regression analysis
to determine the best fit for several data and to demonstrate
the relationship of the data points visually. Every data point
represented the relation between a known independent and an
unknown variable, as is shown in equation (1).

yt = β0 + β1xt + εt (1)

The coefficients denote the intercept β0 and the slope β1
of the line respectively, the intercept represents the predicted
value of when x = 0. The slope represents the average pre-
dicted change resulting from a one-unit increase. The random
error term εt does not imply amistake but a deviation from the
underlying straight-line model. It captures anything that may
affect others.We use a sample to find the estimated regression
line from equation (1). The sample is showing in equation (2).

Ŷ = β̂0 + β̂1x (2)

where Ŷ is the predicted value, β̂0 is estimated from β0, and
β̂1 is estimated from β1. Then we need to find the residual
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distances between the point and line through this equation (3).

ei = Yi − Ŷi (3)

where Yi is observed, and Ŷi is predicted, to minimize the sum
of the total vertical distance between point and line through
this equation (4).∑

e2i =
∑(

Yi − Ŷi
)2

=

∑(
Yi − Ŷi

)2
=

∑
(Yi − (β̂0 + β̂1xi))

2
(4)

To find β̂0 and β̂1, we use these equations (6) and (7)
based on the points provided from the image (Xi,Yi) in
equation (5), Where X = [X1 X2 . . . Xn]T and Y =

[Y1 Y2 . . . Yn]T.

β̂ = [β̂1β̂2] = (X ′X )−1X ′Y (5)

β̂1 =

∑n
i=1 (Xi − X̄ )(Yi − Ȳ )∑n

i=1 (Xi − X̄ )
2 (6)

β̂0 = Ȳ − β̂1X̄ (7)

The slops of the lines are concatenated together to combine
vectors of features called SI features. Algorithm 1 described
the steps of SI.

In Figure 3, it is observed from the two images that the
features have the same pattern regardless of the differences
between the two images. The features can be discriminative
from the perspective of words.

Algorithm 1 Segment Interpolation (SI) Features Extraction
Input: Image, Window Size
Output: SI

Initialization:
1: [no. of Blocks Heights, no. of Blocks Widths] =
decompose (Image, window Size) LooP Process

2: for i = no. of Blocks Heights do
3: for j = no. of Blocks Widths do
4: XY = get XY of window (Image, i, j)
5: [slop, intercept] = LSE(X Y)
6: Add to SI
7: end for
8: end for

We present a conceptual example in Figure 4 that includes
the letter (Kaaf). As we observe, the window in part shown
contains a straight-line with an offset of 3 pixels and a slope
of 45 degrees, which generates a pair of features (3,1).

B. OPERATING POINT SELECTOR FOR THE SI FEATURES
We visualized three values of features for three different
configurations. Window size equals 20, 30, and 40, as shown
in Figure 5, which indicates that feature values are different.
This implies that the determination of the best configuration
is a crucial part of the features’ performance.

FIGURE 3. Visualize two images for same word: (a) The same word was
written twice for SI; (b) SI features for the two images that represents the
same word (window size = 20).

FIGURE 4. Visualize the straight-line in window with offset.

The proposed model aims to build a point selector model
for the SI feature. The model is based on a greedy algorithm.
It starts with theminimum possible window size. It goes grad-
ually from one candidate size to the next and compares the
corresponding training accuracy with the best one obtained so
far to select the best among them. The greedy approach used
for determining the best window size and awareness of falling
in local minima is the convexity of the optimization surface.
The pseudocode of the model pointer selector is shown in
Algorithm 2.

To show the meaning of the window size in the SI feature
results, in Figure 6, an example is visualized for extracting SI
feature in two cases of window size: the first case is when the
window size is 20, and the second case is for window size 12,
as we observe the granularity increases with decreasing the
window size, the discrimination of the feature changes with
the style of writing and the nature of the ink. Hence, it is better
to use a model for deciding the best operating point of the SI
window.

C. FEATURE NORMALIZATION
The feature normalization is crucial for transforming the
features’ values to a standard boundary presented to the
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Algorithm 2 Greedy Model of Selecting the Best Window
Size of SI Features
Input: Data = {Image, Label}, Window Size Min,

Window Size Max, Classifier
Output: Best Window

Initialization:
LOOP Process

1: forWindow Size =Window Size Min to
Window Size Max do

2: Best Window =Window Size Min
3: for i = Image of Data do
4: SI = extract SI (i, Window Size)
5: add SI to SI Data
6: end for
7: [train, test ] = decompose (SI_Data, Label)
8: Train classifier on train
9: accuracy = Test classifier on test
10: if accuracy Old < accuracy then
11: Best Window =Window Size
12: endif
13: end for

classifiers, as shown in equation (8).

XN = 2
X −Min(X )

Max (X)−Min(X )
− 1 (8)

X denotes the original features and XN indicates the fea-
tures after normalization. This equation will guarantee that
the features will be placed within the boundary of [−1, 1]n×m

where represents the number of records and denotes the
number of features.

D. CLASSIFICATION
This section presents the classifiers that are applied in the
framework. There are no restrictions on the classifier type,
and the framework is flexible enough to use any classifier.
There are two types of classifiers used. The first classifier
is a single hidden layer feed-forward neural network named
extreme learning machine, and the second is a kernel variant
classifier called support vector machine. The classifiers are
denoted as C(P,F). P represents the set of parameters used
with the classifier and indicates the type of Kernel or activa-
tion function used for the classifier. Assuming that we have
k main types of features and have l varieties of classifiers,
we train each feature type classifier. Then we will have total
k× l classifiers. Assume that the statistical description of the
features/classes varies from one image to another. All the
considered classifiers are described in the following.

1) EXTREME LEARNING MACHINE
The main drawback of Feed Forward Neural Net-
works (FFNN) is the slow processing and adaptability rate.
Each iteration takes a long time and is a significant hindrance
to the widespread use and scalability of FFNN. The main
drivers causing this are gradient-based learning algorithms

FIGURE 5. Illustrated feature value of one image with different windows
size.

FIGURE 6. Visualize image with different window size:(a) Handwriting
image, (b) SI image with window size 20 and (c) SI image with window
size 12.

and iterative fine-tuning of the network parameters that
constantly change when FFNN is trained. Extreme learning
machines presented by Huang et al. [35] for Single Hid-
den Layer Feed-forward Neural networks (SLFNs) improve
learning speed by randomly choosing the input weights
and letting SLFN calculate the output weights. The study
argues, this method provides optimal generalized results
and performance without compromising on learning speed.
Comparing ELM with FFNN, the key standout is speed, and
ELM’s learning speed is very fast [36]. In most models and
simulations during ELM learning, the results can achieve
in less than a second [37]. With the advantage of speed,
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FIGURE 7. Variety of handwriting styles.

ELM has overall better generalization abilities than FFNN
and backpropagation learning. Another advantage of ELM is
developing SLFNs with various non-differentiable activation
roles, compared to traditional gradient-based algorithms that
can only be applied to differential activation functions. Here
are several ELM studies in the area of recognition that show
promising results, such as handwritten character recognition
[38], alphabet recognition [39], ELM-based decision rule
[40], handwritten numeral extraction [41], and ELM opti-
mized for image food [42].

2) SUPPORT VECTOR MACHINE
Support vector machine is based on statistical learning. It is a
form of supervised learning introduced by Vapnik et al. [43].
This study was applied for two groups of classification. Typ-
ically used for classifying linear and non-linear data, SVM
has the predictive capability required for non-linear problem-
solving. Hence, for tasks like classification, regression, and
clustering. SVM chooses the extreme points that help create
the hyperplane, and these extreme cases are called support
vectors. The goal of the SVM classifier is to make the best
line or decision boundary that can segregate n-dimensional
space into classes so that we can quickly put data points in the
correct category. Here are several SVM studies in the field of
classification that show significant results, such as character
recognition [44], [45], character recognition based kernel per-
formance) [46], decision-making [47], and for combination to
diagnose transformer faults [48].

IV. EXPERIMENTAL SETUP
We conducted extensive experimental research; the source is
written in MATLAB 2018b and runs on a CPU i5-2.4 GHz
machine with 8GB RAM. The feature extracted is based on
two subsets presented in sub-section (A). Classifiers use ELM
and SVM. The SI feature is trained separately on each clas-
sifier, and then these features are evaluated based on metrics
in sub-Section (B). The summary of the parameters used for
feature extraction and classification is showing in Table 2.

A. IFN/ENIT DATABASE
The main issue of Arabic handwriting recognition lacks
databases. A few of those databases are freely available to
advance Arabic research and enhance word Arabic handwrit-
ing recognition. Pechwitz et al. [49] proposed the Institute for
Communications Technology/Ecole Nationale d’Ingénieurs
de Tunis (IFN/ENIT) overcome the lack of Arabic datasets
freely available for scholars. IFN/ENIT contains 946 city
names. 411 writers have written these cities’ names, and each
writer requested to fill a form with preselected cities names,

TABLE 2. The parameters that are used for feature extraction and
classification.

TABLE 3. Statistics of IFN/ENIT.

TABLE 4. Summary of dataset.

as shown in Figure 7. these forms have been scanned with
high resolution and convert image to black and white.

There are 32492 images in IFN/ENIT, distributed into five
sets. Each set includes names of cities, Parts of Arabic Words
(PAW), and characters, as shown in Table 3.

In the experiment environment and based on the bench-
mark [25], two subsets of the dataset were used. The first
subset consists of 10 classes (C10), and the second subset
consists of 22 classes (C22). Each subset is split into 70%
training, and the rest are testing, details shown in Table 4.

B. EVALUATION MEASURES
This section presents the evaluation approach of the devel-
oped objective. Four evaluation metrics for classification are
considered to assume that the image sample is tested to indi-
cate a specific word. The class of a specific word is positive,
and the classifier’s result can be either positive or negative.
Also, for either one of the two decisions, it can be either
true or false. This means we have in total as follow: True
Positive (TP) represents the data that is positive and correctly
classified, True Negative (TN) represents the data that is
negative and correctly classified, False Positive (FP) repre-
sents data that is negative but incorrectly classified as positive
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data, and False Negative (FN) represents data that is positive
but incorrectly classified as negative data. We measured the
following four types of metrics:

1) ACCURACY
This measure indicates the percentage of misclassification
over the total number of tested samples. Another way to
express it is by the two types of classifications: the positive
ones’ P and the negative ones’ N and their subsets false F and
true T [50], as shown in equation (9). Overall accuracy based
on test data has been calculated based on correctly predicted
classes divide by the total number of testing classes, as shown
in equation (10).

Accuracy =
TP+ TN
P+ N

=
TP+ TN

TP+ TN+ FP+ FN
(9)

Test accuracy = (
Sum (TP)

Total test number
) · 100 (10)

2) PRECISION
Precision is metric that calculates the sum of TP for entire
classes divided by the sum of TP and FP for all classes [50],
as shown in equation (11).

Precision =
TP

TP+ FP
(11)

3) RECALL
A recall is a metric that calculates the sum of TP for all classes
divided by the sum of TP and FN across entire classes [50],
as given in equation (12).

Recall =
TP

TP+ FN
(12)

4) F-MEASURE
This measure expresses the fusion of the two measurements,
precision, and recall [50]. The formula is given in equa-
tion (13).

F1 = 2 ·
Precision · Recall
Precision+ Recall

(13)

V. EXPERIMENTAL RESULTS
This section presents the generated results for the accom-
plished the proposed methods. It explains the effects of SI
features on two sub-set of IFN/ENIT datasets C10 and C22.
Then we present individual accuracy for each class, includ-
ing the confusion matrix and a comparison with previous
methods.

A. EVALUATION OF SI FEATURES
The extracted features were tested with an SVM classifier for
three kernels: linear, polynomial, and Radial Basis Function
(RBF). Besides, the model tested with ELM classifier for five
types of activation functions: Sigmoid, Sine, Hardlim, Tribas
and RBF, the selection number of neurons to be 400 was not
arbitrary as shown in Table 5. The experiments were testing
the number of neurons with a range of 50 neurons until 1000,

TABLE 5. Validation accuracy for C10 SI features.

TABLE 6. Validation accuracy for C22 SI features.

increasing to 50 neurons per experiment but did not show
that much difference in results. Hence, we proceed to deliver
results with 100 neurons until 1000 neurons in the hidden
layer. In both C10 and C22, the corresponding validation
accuracy for the five activation functions is generated. The
validation results of C10 as shown in Table 5.We have accom-
plished the best accuracy for 400 neurons in sigmoid function,
and the validation results for C22 as shown in Table 6, and
it performs the best accuracy for 800 neurons in sigmoid
function.

In Table 7, the experiments were tested for both sub-set
C10 and C22 in different kernels. According to the type of
kernel, the testing accuracy for C10 ranged from 76% to
90%. The SI has generated more than 90% values for all
metrics precision, recall, and F-measure. Hence, SI showed
an excellent discriminative power for handwriting images.
The testing accuracy for C22 ranged between 72% and 88%,
besides the remaining classification metrics were all higher
than 70%. In addition, another observation is the best per-
formance achieved with the RBF kernel of SVM compared
with the other kernels. This shows the non-linearity aspect
of the data features, which have given the RBF kernel higher
performance.
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TABLE 7. The classification results of SI features based on SVM classifier
with three types of kernels.

TABLE 8. The classification results of SI features based on ELM classifier
with five activation function.

The same experiments were repeated for different clas-
sifiers, a neural network type of classifier ELM shown
in Table 8. The evaluation was done on different types of
activation functions. The number of neurons that were used
is 400 for C10 and 800 for C22. C10 achieved 68% accuracy
with the Sigmoid function, while C22 achieved 66% accuracy
with the Sigmoid function. In some cases, related to precision
and F_meature in Table 8, shown NaN value due to TP and
FN equal to zero. There are no positive cases in the input
data, so any analysis of this case has no information. There
is no conclusion about how positive cases are handled due to
division by zero.

1) CONFUSION MATRIX
The confusion matrix is about to show in-depth the associate
results for each classifier. Two types of classifiers are applied:
the first one is ELM and the second one is SVM. To make

FIGURE 8. SI Confusion matrix of SVM with C10.

the presentation of the classifier-feature association easier.
This section provides the confusion matrices of the SI feature
with the SVM classifier in Figures 8. A confusion matrix is a
viral method for solving classification problems [51], as it
can be applied to both binary and multiclass classification
problems. A standard confusion matrix is presented to pro-
vide detailed information on the type of errors that occur
within and between classes. The confusion matrix also lists
potential map classes and the totals within each class before
summarizing the number of total images considered correct.
This matrix helps determine whether a class is over-mapped,
under-mapped, or randomly erroneous.

In Figure 8, the row corresponds to classes in the ground
truth map (test set), and columns correspond to class clas-
sification results (predicted). The green cells on the diagonal
elements in the matrix represent the number of correctly clas-
sified images of each class. The number of ground truths with
a specific class name obtained the same class name during
classification. In Figure 8 above, 95 images of ‘‘class 1’’ in the
test set were correctly classified as ‘‘class 1’’ in the classified
images. The off-diagonal elements (white cells) represent
misclassified images or the classification error, the number
of the ground truth of images that ended up in another class
during classification.

A confusion matrix allows us to assess the accuracy of
image classification by understanding the matrix. The classi-
fication results are compared to additional ground truth infor-
mation. The strength of a confusion matrix is that it identifies
the nature of classification errors and their quantities.

Overall accuracy essentially tells us, out of all the total
numbers, what proportion were mapped correctly. The over-
all accuracy is usually expressed as a percent, with 100%
accuracy being a perfect classification where all total was
classified correctly. Accuracy is the easiest to calculate and
understand but ultimately only provides the map class and
single class with basic accuracy information. To calculate the
overall accuracy by adding the number (correctly classified)
and dividing it by the total number. In Figure 8, we can
calculate the accuracy by dividing 792 (correctly classified
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TABLE 9. Statistic accuracy of Segments Interpolation SI ELM-C10.

TABLE 10. Statistic accuracy of Segments Interpolation SI SVM-C10.

TABLE 11. Statistic accuracy of Segments Interpolation SI ELM-C22.

images)/879 (total images)= 90.10% accuracy of SVM with
ten classes.

A single class’s accuracy is the fraction of correctly clas-
sified images concerning all images of that ground truth

class. For each class of ground truth image (row), the number
correctly classified is divided by the total number of the
class’s ground truth. In Figure 8, the ‘‘class 1’’, the accu-
racy is 95/96 = 98.95%, meaning that approximately 99%
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TABLE 12. Statistic accuracy of Segments Interpolation SI SVM-C22.

for ‘‘class 1’’ or we can calculate it based on Equation (9)
and apply the information provided in Table 10 by dividing
870/879 = 98.97% for ‘‘class 1’’.
In Table 9 -10-11 and 12, we considered the statistic accu-

racy for each classifier, including the evaluation measures.

B. COMPARISON BETWEEN SI AND OTHER METHODS
In this section, we used the results of our method to compare
with three approaches applied to Arabic handwriting recog-
nition words, namely Chebyshev Moments (CM), Zernike
moments (ZER), and Statistical Counter Features (SCF) [25].
We applied the same dataset, C10, and C22, to these three
approaches, CM, ZER, and SCF, to test the accuracy percent-
age. Our method demonstrated auspicious and competitive
performance compared with other techniques. In Table 13,
our proposed method succeeded in finding results with a
test accuracy equal to 90.10% for ten classes and 88.53%
for 22 classes using the SVM classifier, which was supe-
rior to Cm and ZER in test accuracy. On the other hand,
we observe that SCF features have only provided competitive
accuracy to our method in 10 classes, while its accuracy
was inferior in 22 classes. Another comparison with state-
of-the-art method [52], [53], dataset C10 And C22 applied
to Convolutional Neural Networks (CovNets) with the same
architecture and Multi-Dimensional Long Short Term Mem-
ory (MDLSTM). As shown in Table 13, CovNets outperforms

TABLE 13. Comparison between SI and other methods.

our method in terms of accuracy. Overall, SVM classifiers
give consistently better results for non-linear solution prob-
lems and are able to transform with a clear margin of class
differentiation.

VI. CONCLUSION
The variation of handwriting recognition is common used
for the large majority of expensive computing facets. Several
issues have been found in the acknowledgment of offline
Arabic. For example, Arabic is cursive written with alternat-
ing characters. Because of these issues, feature extractors’
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availability overlooked the individual feature sort that dis-
criminates all handwriting data classes at the same level. Our
method was capable of handling these issues by segmenting
each image into small windows and extracting relevant infor-
mation. The operating mechanism to find the best window
size that handles image width is applied. The mechanism is
also aware of falling in local minima due to the optimization
surface’s convexity. In the classification process, the SVM
displays substantial RBF kernel results relative to others due
to the non-linearity nature of RBF kernel data features.

In comparison, due to random weights between input
and hidden layers in the ELM architecture, ELM accu-
racy reduced from SVM due to misclassified ‘‘Class 11’’
ELM was deficient due to the poorly written samples in
‘‘Class 11’’. In future studies, we will extend our model from
linear interpolation to parabolic or higher-order in an adaptive
according to the nature of the text. In addition, we incorporate
ensemble learning to counter the issue of data imbalance in
many handwriting datasets.
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