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ABSTRACT A cyber-physical infrastructure system (CPIS) is a system that controls and manages critical
infrastructure such as smart manufacturing, water treatment facilities, power generation, and distribution
facilities. Although these CPISs focus on the security of air-gapped network environments, strict isolation
from the outside network is difficult to achieve, leading to various attacks. CPISs also comprise various
devices and proprietary communication protocols that are used exclusively for each domain and site.
Therefore, experts have to adopt a customized strategy to enhance security in CPIS networks after analyzing
each domain, device, and protocol in advance. These methods require a significant amount of time, cost, and
manpower; consequently, they are difficult to apply existing security methods in the real field. As a solution,
a method is proposed herein that includes the following: 1) inferencing the CPIS protocol format and field
semantics based on the characteristics of CPIS networks and protocols; 2)multilevel anomaly detection based
on the meaning and values of each inferred field. The proposed method does not require knowledge of each
site and protocol. In addition, the inference method can be used to analyze the payload field, including the
state and measurement value, as well as the header field. Finally, we validate the proposed technique using
an open-source CPIS network dataset including response injection, command injection, denial-of-service,
and reconnaissance attacks. In addition, in the aspect of detection efficiency, the proposed technique exhibits
comparable performance to that of existing knowledge-based anomaly detection methods.

INDEX TERMS Cyber-physical infrastructure systems, cyber security, Ethernet-based industrial protocol,
industrial control systems, unknown payload anomaly detection.

I. INTRODUCTION
Cyber-physical infrastructure systems (CPISs) are systems
that control and manage critical infrastructure such as smart
manufacturing, water treatment facilities, power generation,
distribution facilities, and buildings. In CPISs, communi-
cation is an important element for collecting, monitoring,
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and controlling the data of machines and systems. The
traditional CPIS communication primarily comprises a
fieldbus system for converting analog data to digital and
managing field devices. Existing fieldbus communication
systems use proprietary devices and communication proto-
cols of specific manufacturers; as such, they lack interop-
erability and scalability [1]. Hence, major manufacturing
and communication equipment industries have developed
the International Electrotechnical Commission (IEC) 61158
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and 61784, an industrial communication standard that satis-
fies the requirements of the CPIS domain, such as reliability,
availability, time deterministic, and real-time operation based
on the Ethernet standard that is used extensively in Informa-
tion Technology (IT) communication. The standard includes
Ethernet-based industrial communication protocols such as
EtherNet/Internet protocol (IP), PROFINET, EtherCAT, and
Modbus/Transmission Control Protocol (TCP). These CPIS
communication technologies are rapidly evolving in terms of
operational benefits and management convenience, whereas
security is ensured using traditional methods that rely on
vendor-specific protocols and strict isolation network envi-
ronments. However, some CPIS sites and the external layer
are connected without considering security, and traditional
vendor-specific protocols are designed without security func-
tions. In fact, attacks such as Stuxnet [2], BlackEnergy [3],
Industroyer [4], and TRISIS [5] have been deployed against
major CPIS systems. These cases indicate that cyber-attacks
against CPISs are gradually increasing, and attack techniques
are becoming increasingly sophisticated. In addition, it has
been reported that CPISs have become a major target of
cyber-attacks, and the number of cyber-attacks is increasing
annually [6].

Consequently, the importance of research on cyber-attack
detection in CPISs has increased. In recent years, founda-
tion studies pertaining to CPIS security have been actively
conducted, such as the definition of normal and abnormal
operations of CPISs [7], testbed construction considering
the real operating environment, normal/anomaly data gen-
eration/collection [8]–[10], and encryption and authentica-
tion in field networks [11]–[13]. Network-based anomaly
detection methods are applied extensively for monitoring net-
work packets and traffic flows because they involve minimal
change in the existing system configuration and do not require
deployment on each host. Network-based anomaly detection
studies often use an approach comprising a learning stage that
defines normality in the source, and a detection stage that
determines whether input data are normal or anomaly based
on the defined normality. In the learning phase, network fea-
tures are selected/extracted from network packets collected
in a normal operating environment, and normal behavior is
defined through a learning technique based on static rules,
statistics, modeling, as well as machine and deep learning.
In the detection stage, it is determined whether the result of
the learning model for the target packet deviates from the
defined normal criterion. These security studies often result
in the inference that (i) CPISs have less variations in terms
of the configuration and deployment of systems, devices,
and networks compared with the IT environment, and
(ii) limited physical processes are performed periodically.
However, the main difficulties in network-based anomaly
detection are as follows: (i) In the preprocessing stage, prior
knowledge regarding each site device, protocol specification,
network data, etc. is required; hence, a significant amount of
time, cost, and manpower is consumed. (ii) Even if systems
use the same CPIS protocol, they customize the detailed

format and semantics on each site. (iii) The CPIS protocol
contains binary content, and the reverse engineering of these
binary protocols is difficult to perform. These limitations
hinder the application of the existing methods to real sites.

To address these problems, we analyzed the characteristics
of the CPIS network and the Ethernet-based CPIS communi-
cation protocol. Herein, we propose a method of inferring the
format and field meaning of the protocol from the collected
packets that does not require prior knowledge regarding the
protocol. The proposed method is targeted to a CPIS environ-
ment that uses polling communication operations and peri-
odically operates a process loop containing a limited number
of commands. The proposed method can reduce the cost and
human effort required in the preprocessing stage and offers
compatibility with various CPIS systems. In addition, a net-
work anomaly detection method based on the inferred format
and field meaning is proposed. Each layer is highly scal-
able because it is compatible with existing knowledge-based
anomaly methods.

The main contributions of this study are as follows:
• For the Ethernet-based CPIS communication protocol,

the protocol format and meaning are inferred without prior
knowledge of the field and protocol. In particular, the method
identifies and extract fields of the payload including mea-
sured values, which is difficult to achieve using the existing
reverse engineering of binary protocols.
• Through the inferred protocol format and values, we gen-

erate rules for the external information, fixed fields, traffic
patterns, and payloads. Subsequently, we utilize them for
multilevel anomaly detection. This can be used in the prepro-
cessing stage of existing knowledge-based anomaly detection
methods.
• We validate the proposed technique using a public

CPIS network dataset that includes various types of attacks.
We demonstrate that the performance of the proposed
anomaly detection method is comparable to that of existing
knowledge-based anomaly detection methods.

The remainder of this paper is organized as follows.
Section II presents anomaly detection studies related to CPIS
networks. Section III summarizes the characteristics of the
CPIS network and Ethernet-based CPIS communication pro-
tocol. Section IV describes the proposed method comprehen-
sively. Section V describes the normal and attack datasets
used to verify the proposed technique. Section VI presents
a discussion regarding the proposed technique. Finally, the
conclusions and future work are provided in Section VII.

II. RELATED WORK
Studies pertaining to CPIS network-based anomaly detection
methods often involve network packets collected in normal
operations or field values preprocessed from packets as a
source of information. Subsequently, normality is defined
by selecting/extracting suitable features and learning them
in various learning models. In general, features used in net-
work anomaly detection studies can be classified into packet
header, packet payload, and flow features.
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The packet header feature focuses on the meaning of the
packet field. Typical single packet features include the media
access control (MAC) address of the L2 layer, the IP address
of the L3 layer, and the port number of the L4 layer. The
Ethernet-based CPIS protocol comprises a standard header
field, an encapsulation header field, a CPIS header field,
and a CPIS payload field. The related studies were orga-
nized based on the header field feature and the payload field
feature. Anomaly detection methods based on static-rule-
based [14]–[18] and modeling-based [19]–[24] learning of
header field features have been proposed in various stud-
ies. The static-rule-based studies are similar to firewall rule
generation studies in the IT network environment. However,
based on the deep packet inspection (DPI) technique, the
main signature field of the target CPIS protocol was analyzed
in detail and used for rule generation. Yang et al. [14] pro-
posed a signature-based intrusion detection system (IDS) for
the IEC 60870-5 protocol using DPI techniques to identify
anomalous behaviors and provide a security-model-based
mechanism for unknown attacks. Wong et al. [15] pro-
posed a signature-based IDS for the EtherNet/IP protocol
and integrated it into Suricata, an open-source IDS tool.
Jung et al. [16] proposed a whitelist generation method for
traffic patterns based on the header information of a packet
using each command. Nivethan et al. [17] and Li et al. [18]
focused on detailed protocol fields for firewall rule gen-
eration. Studies regarding modeling- and statistics-based
anomaly detection often involve command codes, address
values, or transaction identification (ID) of CPIS header
fields. The main assumption in these studies is that
the operation of a CPIS involves a process loop and
a periodic network traffic, enabling the next packet to
be predicted based on the previous packet. Therefore,
Goldenberg et al. [19] built a model by tracking actual
traffic using a deterministic finite automaton (DFA) for the
command field and packet length of the header field of the
Modbus/TCP protocol. Yoon et al. [20] focused on Modbus
but modeled instructions and data using a dynamic Bayesian
network and probabilistic suffix tree. Kleinmann et al. [21]
proposed a DFA-based IDS for human–machine interface
(HMI)–programmable logic controller (PLC) channel traffic
using the S7 protocol. Caselli et al. [22] proposed a method
to detect anomalous packets through modeling the packet
order by extracting three-tuples <ID, Function Code, Data
address> from eachModbus protocol packet. Zhou et al. [23]
demonstrated industrial anomalies and multi-model based
IDSs based on the hidden Markov model to filter attacks.
Kwon et al. [24] proposed an anomaly detection method
based on a bidirectional recurrent neural network for learning
traffic patterns by extracting the information of each network
packet, such as the TCP flag, header function code, object
type, and data point information.

Recently, some studies focusing on the CPIS payload
feature have been conducted [25]–[28]. The CPIS payload
primarily contains measurement, status, and result values for
command processing. In these anomaly detection studies,

each measurement or state value was extracted for use
as a feature, assuming that the structure and meaning of
the target protocol were known in advance. Secure water
treatment (SWaT) datasets have been used in many stud-
ies to detect payload target attacks in CPIS networks.
Inoue et al. [25], Goh et al. [26], Kravchik et al. [27], and
Kim et al. [28] proposed anomaly detection methods that
learn the normal operating values of each sensor and actuator
based on deep neural networks, long short-term memory
models, convolutional neural networks, and autoencoders,
respectively.

However, anomaly detection based on header and payload
features require the target protocol as well as the payload
structure and meaning of fields for each site to be analyzed
in advance. This consumes a significant amount of time and
manpower; furthermore, the compatibility and scalability are
low because the detection models must be customized for
each site.

Hence, an anomaly detection method that utilizes packet
traffic features, such as the order and quantity of packets,
has been developed. Representative examples of packet traf-
fic features include the features of the NSL-KDD dataset,
which are used to select/extract network features for intrusion
detection in IT environments and evaluate the performances
of detectionmodels [29]. Because of the lack of open network
datasets for CPISs, the abovementioned detection method has
been used extensively in CPIS anomaly detection studies.
The packet-traffic-feature-based anomaly detection method
is effective in preventing specific attacks such as denial of
service (DoS); however, it does not effectively detect other
attack types.

As another solution, protocol reverse engineering that
infers protocol parameters, format, and semantics in the
absence of specifications can be applied [30]. However, most
protocol reverse engineering studies target text-based IT pro-
tocols. It is noteworthy that the CPIS communication protocol
is known to be a binary communication protocol. Binary
protocols (i) have no delimiters, and (ii) the binary field
value contains categorical data; therefore, the value may
not be meaningful. (iii) For the same protocol, the structure
and meaning of the fields are different at each site. (iv)
For the same message format and meaning, fields can have
different values depending on the connection status, time,
and order. Therefore, in current studies pertaining to proto-
col reverse engineering for CPIS protocols, the distribution
values of each field position are used based on the n-gram
technique [31]–[33].

III. CHARACTERISTICS AND ASSUMPTIONS FOR
CPIS NETWORK AND PROTOCOLS
An overview of the CPIS network and Ethernet-based CPIS
communication protocols is provided in this section. Because
CPISs are deployed in various domains and fields, the com-
ponents and topologies of the network are different. In gen-
eral, however, CPIS networks exhibit a hierarchical struc-
ture based on Purdue models, such as international society
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FIGURE 1. CPIS architecture and process loop [35].

of automation (ISA) 99 [34], national institute of standards
and technology (NIST) 800-82 [35], and industrial control
systems-cyber emergency response team (ICS-CERT) refer-
ence models [36]. The reference model segregates the CPIS
network into four layers. Level 4 is the IT network, whereas
Levels 1 through 3 are defined as the Operational Technology
(OT) network. The main components of the OT network layer
include sensors, actuators, remote terminal units (RTUs),
PLCs, HMI, and data historian. Levels 1 and 2 directly affect
the physical process. These layers involve a process loop
where the Level 1 sensor transmits control variables to the
Level 1 or 2 management device; subsequently, the manage-
ment device interprets them and transmits commands to the
Level 1 actuators, as shown in Fig. 1. Therefore, the change
in sensor instrumentation values is attributed to the state of
other elements, such as a specific actuator, thereby resulting
in the actuator being manipulated based on a specific sensor
value [37].

The CPIS communication protocol is used to read the
sensor/state values described above or send commands
to the actuator. Traditional CPIS communication uses
vendor-specific protocols; however, Ethernet-based CPIS
protocols have been used recently to achieve interoperability
and scalability. These Ethernet-based CPIS communication
protocols reprocess existing fieldbus communication proto-
col messages for compatibility with existing equipment and
software and then place them in the data area of the standard
protocol. For example, for Modbus/TCP, the Slave ID of the
Modbus RTU packet is removed, whereas the Transaction ID,
Protocol ID, Legacy, and Unit ID are added and placed in the

FIGURE 2. CPIS protocol stack and format [38].

data area of the public standard protocol. The Ethernet-based
CPIS protocol comprises an open standard header field,
an encapsulation header field, a CPIS protocol header field,
and a CPIS protocol payload field. The CPIS protocol header
contains commands, session IDs, object address values, and
register values; the CPIS payload includes sensor values,
measurements, and processing result values. The header and
payload structure of major Ethernet-based CPIS communica-
tion protocols can be categorized into four types, as shown
in Fig. 2 [38]. The default format structure of the CPIS pro-
tocol is defined in each standard, but the detailed format and
field meaning are predefined and used in each site. However,
the types of message formats in specific device-to-device
communications are limited because lower-layer devices,
which primarily operate the Ethernet-based CPIS communi-
cation protocol, repeatedly handle specific commands that are
limited for their own purposes. Moreover, the format similar-
ity of each message used for specific devices in the same site
is extremely high. Because CPIS domains require high avail-
ability, it is difficult to update/replace existing devices and
software. This implies that instead of using new commands
and response message formats, existing message formats are
also reused.

Polling and reporting operation methods exist for the CPIS
communication protocol. Polling is a method in which the
master device (controller) delivers the command message
to the slave device (sensor or actuator), and then the slave
device processes the command and returns the result value
to the master. In the reporting method, the slave device peri-
odically sends messages in predefined formats that contain
control and variable values/alarm messages to the master
device. The reporting method renders the structure easy to
understand because the slave devices deliver packets with
a regular predefined message format to the master device
at the same time interval. In contrast, the polling method
requires preprocessing because the format and meaning of
the response packet of the slave device differ based on the
command message delivered by the master device. However,
the number of command messages for the specific process
loop is limited, and the response messages for processing
them are predefined and used repeatedly. In addition, the for-
mat of the response message of the corresponding command
message and the meaning of each field are predefined and
used repeatedly. In addition, the major Ethernet-based CPIS
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protocol using the polling method exhibits similar header
structures and values between the command and response
messages. Based on the characteristics of the CPIS network
and protocol described in this section, the assumptions of this
study are as follows:
• Assumption 1: Compared with the IT environment,

the CPIS exhibits less variability in terms of network configu-
ration and topology, and master (HMI, PLC) devices commu-
nicate with multiple slave (sensor, actuator) devices in a hier-
archical structure. In addition, the formats and sequence order
of messages for managing processes are defined because the
role of each device is determined based on the predefined
process loop.
• Assumption 2: The structure and detailed formats of

messages generated in a specific site are highly similar;
additionally, the structure, detailed formats, and values of the
header field between the command and response messages
are similar in the polling network operation system.
• Assumption 3: In the header fields of various CPIS pro-

tocols, the field names are different, but fields signifying the
command code, length, transaction ID, object address, and
object count are commonly included. In addition, the CPIS
protocol payload during communication between the lower
layer devices primarily includes the state and the measured
value; additionally, a correlation exists between the state and
measured values.

The proposed method for inferring the packet field struc-
ture and semantics from the collected packets was based on
the three assumptions above.

IV. PROPOSED METHOD
The proposed method infers the protocol field structure
and semantics without prior knowledge regarding each site
and protocol. The field inference includes external signature
grouping, message field inference, header field inference, and
payload format inference stages, as shown in Fig. 3. Rules
are generated based on the result of each inference stage. The
details of each inference stage are provided in this section.

FIGURE 3. Proposed protocol format and field semantics inference
method.

A. EXTERNAL SIGNATURE GROUPING
In external-signature-based grouping, packets are grouped
through the standard header field information for achieving a
high probability of the same message format structure. Each
field device in the CPIS has a predefined role in managing
the process loop; therefore, the similarity and periodicity of

FIGURE 4. Overview of external signature grouping.

messages sent between the same devices are high. Hence,
we leveraged theMAC address of the layer 2, a unique identi-
fication field for the device, and the IP address of the layer 3,
a device identification field in the network. Additionally,
we leveraged the EtherType field value of layer 2 and the port
number of layer 4 to identify the CPIS protocol and service
types. In addition, packets were classified based on a length
pair comprising a command message and a response mes-
sage because this information is the minimum requirement
to identify the same message. Finally, we used nine-tuples
{destination MAC address, source MAC address, EtherType
value, destination IP address, source IP address, destination
port number, source port number, command message length,
response message length} to group the collected packets,
as shown in Fig. 4.

B. MESSAGE FIELD INFERENCE
The external-signature-based grouping method identifies a
communication channel based on network addresses and
then groups the messages. However, CPIS physical devices
often do not have a network address, and they communi-
cate with intermediate devices such as PLCs. Therefore, one
communication channel can transmit multiple messages for
measurement and control processes. However, for detailed
classification, it requires detailed information of header fields
and payloads such as the function code, object address, and
object count. As such, the hex values of the protocols must
be compared to identify the patterns. Therefore, we used
sequence alignment techniques utilized in deoxyribonucleic
acid (DNA) and protein sequence comparison analysis in
bioinformatics, instead of various Natural Language Pro-
cessing (NLP) techniques that primarily focus on text-based
sequences. Sequence alignment is a method of arranging the
DNA or protein sequences to identify regions of similarity
that may arise from functional, structural, or evolutionary
relationships among the sequences [39]. Sequence align-
ment can be classified as (i) pairwise sequence alignment
for comparing two sequences, and (ii) multiple sequence
alignment (MSA) for comparing three or more sequences.
Pairwise sequence alignment can be classified into global
alignment and local sequence alignment. MSA involves var-
ious methods such as progressive sequence alignment and
iterative sequence alignment [40]. Sequence alignment is
similar to n-gram methods, except that it considers GAP.

75546 VOLUME 9, 2021



H. Kim et al.: Unknown Payload Anomaly Detection Based on Format and Field Semantics Inference in CPISs

Because the number of types of messages is not known
at this stage, we used Clustal Omega MSA techniques to
compare and rearrange the hex messages [41]. The Clustal
Omega technique sequentially executes the k-tuple method
for pairwise alignment, mbed and k-means for sequence
clustering, unweighted pair group method with arithmetic
mean (UPGMA) packages for generating a guide tree, and
HHalign packages for progressive alignments. Clustal Omega
contains six parameters; however, in this study, we used all
default values for reproducibility [42]. Although the com-
plexity of Clustal Omega is lower than that of other MSAs,
it is difficult to process all the data collected because CPIS
environments generate a significant amount of data in a short
duration. Hence, message preprocessing and data sampling
are required, as shown in Fig. 5.

FIGURE 5. Message field inference based on multiple sequence
alignment.

Message preprocessing converts 0 × 00 values to gap
characters if 0 × 00 values are fixed at the same position of
the 1) overall message, 2) command and response message
groups, and 3) {a1, a2, a3, and a4} groups. A fixed 0 × 00
value in the same position of all messages implies no informa-
tion at the position; however, Clustal Omega uses this value
to compare and sort the hex sequences. Therefore, we prepro-
cessed the 0× 00 value to reduce the time/space complexity
by preventing the MSA from affecting sequence compari-
son and rearrangement. Furthermore, the gap character was
used as the delimiter in the hex sequence. Subsequently,
1) response messages corresponding to command messages
were connected and arranged sequentially. 2) TheNmessages
were grouped in terms of K messages in sequence, and M
groups were randomly selected to perform MSA. Based on
the inference presented in Section 3, the slave device pro-
cessed the command message delivered by the master device
and provided the resulting value in the response message.
Therefore, the response message was determined by the
command message. Conversely, command messages can be
identified through the response messages. Therefore, we con-
catenated the command message and corresponding response
messages and then performed MSA to separate the messages

based on format differences. Moreover, because the types
of messages are limited and periodic, if K is greater than
the number of message types, then the result of performing
MSA on K sorted messages is the same as that of performing
MSA on all messages. However, the variability in the variable
fields of messages collected within a short duration can be
extremely low and hence can be recognized as fixed fields
when the messages are compared. Therefore, we extracted
additional M groups of random locations to identify the
variable fields. Because MSA was performed for each group
with the same length of command and response messages,
we assumed K and M values of 10 and 20, respectively.
Finally, the hex value distribution was analyzed based on the
location of rearranged messages to distinguish the field types
(constant, categorical, and variable).

C. HEADER FIELD INFERENCE
In the header field inference, the meaning of the header field
format and semantics is inferred by analyzing the pattern
of the hex value for the rearranged message. In the CPIS
protocol, the header field contains important information for
classifyingmessages, such as the function code, length, trans-
action ID, object address, and object item count. Therefore,
identifying the protocol header boundary and format in the
message and inferring the meaning of each field are prior-
itized. Because each command and response message are
compared in the previous step, in this step, the command and
response message pairs are compared and rearranged through
pairwise sequence alignment.

First, the header boundaries are identified through local
sequence alignment, which implies matching the command
and response messages, i.e., two sequences with the greatest
difference, to obtain the header region, i.e., the sequence frag-
ment with the highest similarity. In this case, the similarity
between the format and content of the header field of the CPIS
protocol command message and those of the corresponding
response message is utilized. The detailed format within the
header field is then inferred by performing a global sequence
alignment that fully aligns two sequences that are considered
similar to the identified header field boundary.

Finally, as shown in Fig. 6, the meaning of the header
field is inferred by comparing and analyzing the types of
fields identified in the previous stage and in the current stage.
In the previous stage, we categorized the field types into
three types. Subsequently, these types were combined with
the two types from the comparison between the command and
response messages for matching the important field structure
and semantics in the header area.

D. PAYLOAD FIELD INFERENCE
In the payload field inference stage, the information in the
header field is used to determine the period of all messages
in a 1:1 communication channel to infer the measured and
status values of the payload. We referenced the protocol ID,
session ID, function code, and length from the header field
in the previous stage; however, the additional header and
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FIGURE 6. Message comparison method for header field inference.

FIGURE 7. Traffic cycle search based on inferred header field.

payload details (e.g., object address) must be determined to
distinguish the messages. The message sequence exhibited
periodicity in the 1:1 communication; therefore, we classified
the message by identifying the traffic cycle based on limited
header information. First, we extracted and listed {group
ID, length, function code, command/response} tuple values
using the header field information based on the message
from the 1:1 communication channel, as shown in Fig. 7.
Subsequently, a state for unique tuples was generated, and
the probability of transferring states was calculated. Finally,
we removed the direction with a low probability and used a
cycle detection algorithm to obtain the traffic cycle.

The messages from the same cycle sequence were grouped
to infer the payload field. In this study, a payload field is
located after the header field boundary, and the payload
field contains the state and/or measurement values. First,
we identified variable fields in the payload field using a
sliding window of 1-byte units (two hex codes), which is
the minimum data field size unit of the CPIS protocol field,
as shown in Fig. 8. Subsequently, we separated them into
constant, categorical, and variable fields. We observed a few
cases where the categorical field was 1) a combination of
state data, or 2) the largest number field of digits in the mea-
surement (if big-endian). To classify the two, we investigated
whether a variable field existed from the categorical field to
the four-byte field. If a variable field exists in an adjacent

FIGURE 8. Payload field format and semantic inference.

field, observe that the value of the variable field is constantly
increasing, and when it is close to the value of 255 or the
value of the variable field is constantly decreasing, and is
close to zero. If the categorical field value of the associated
data increases or decreases after a certain time, then the
fields are combined and regarded as a numeric region. Hence,
adjacent fields are investigated equally, even in the presence
of numerical values, and grouped.

V. EXPERIMENTS
A. DATASET DESCRIPTION
An anomaly detection method based on the inferred pro-
tocol format and semantics is proposed herein. Therefore,
the original network data (e.g., pcap file) of the CPIS con-
taining labeled anomaly data must be used to evaluate the
anomaly detection performance. The protocol field inference
and anomaly detection methods were investigated using the
public dataset proposed by Morris et al. [43]. The Morris
dataset is a log of traffic data captured by an actual net-
work of a laboratory-scale gas pipeline system and includes
both normal operation and cyber-attack data. The system
comprises a closed pipeline connected to a compressor, a
solenoid-controlled discharge valve, and a pressure gauge.

The entire system maintains the internal pressure of the
pipeline using a control scheme known as the productional
integrative (PID). The systems use the Modus/TCP com-
munication protocol for communication at the application
layer. A raw dataset that stores the entire hex string values
of Modbus frame and an attribute relationship file format
(ARFF) dataset that extracts and stores 20 attributes from raw
data exist. The two sets of data are recorded with timestamps
and can be mapped. Table 1 lists some of the characteristics
of the raw dataset used in this study.

The Morris testbed sends a legitimate command or
launches a cyber-attack at random via an AutoIt automation
and scripting language [44]. Four main attack categories
are considered in the dataset: command injection, response
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TABLE 1. Features of Morris dataset.

TABLE 2. Description of attacks.

injection, DoS, and reconnaissance. These four categories are
further subcategorized into seven types of attacks, as shown
in Table 2.

First, response injection attacks provide two types of
operation. The first is naïve malicious response injection
(NMRI), which performs sporadic, out-of-scope operations
that do not exist in normal operations. These attacks typically
occur when a malicious attacker lacks information regard-
ing a physical system process. The second type of response
injection is complex malicious response injection (CMRI).
These attacks use state and physical process information to
design attacks that falsify normal operations. CMRI attacks
offer more sophistication than NMRI attacks. They imitate
certain operations that occur within normal limits. Command
injection attacks include malicious state command injection
(MSCI), malicious parameter command injection (MPCI),
and malicious function code injection (MFCI) attacks. These
three attacks modify the system state and operation by
injecting control configuration commands. MSCI attacks are
designed to modify the state of the current physical pro-
cess. MPCI attacks modify set points and parameters that
determine the PID configuration. The MFCI attack uses net-
work protocol commands to inject commands that change
the network operation. DoS attacks attempt to disrupt com-
munication between control and processes by interrupting
or abusing the network. The final attack category is recon-
naissance attack. Reconnaissance attacks are designed to col-

lect information regarding a system either by passive collec-
tion or forcing information to be collected from a device.
A total of 274,628 data exists in the dataset comprising
214,580 normal network and 60,048 attack data. The datasets
can be classified as normal and attack datasets through labels.
However, the response data to the attack data are labeled
as normal, although they cannot occur under normal oper-
ating conditions. In this study, this dataset was removed for
inferring and learning. The datasets can be accessed from
the following web page: https://sites.google.com/a/uah.edu/
tommy-morris-uah/CPIS-data-sets.

B. EVALUATION
The performance of anomaly detection is evaluated herein.
Inmost anomaly detection studies, the indicators used to eval-
uate the performance are defined as follows and in Table 3.
• True positive (TP): When the proposed method classifies

an attack and the data are attack data.
• True negative (TN):When the proposed method classifies

an attack but the data are not attack data.
• False positive (FP): When the proposed method classifies

as normal data and the data are normal data.
• False negative (FN): When the proposed method

classifies as normal data but the data are attack data.

TABLE 3. Confusion matrix setting for Morris dataset.

For the performance evaluation, we used precision, recall,
and F1 scores that consider the indicators above for the final
result obtained using the multilayer detection method. The
precision is defined in Equation (1), where TP and FP are the
sizes of true and false positives, respectively.

Precision = TP/(TP+ FP) (1)

The recall is defined as shown in Equation (2), where FN
is the size of false negatives.

Recall = TP/(TP+ FN) (2)

The F1-measure is defined in Equation (3).

F1 score = 2∗Precision∗Recall/(Precision+ Recall)

(3)

However, in the case involving the Morris dataset, the gen-
eration and transmission of attack data were performed by an
external device; therefore, several attack data were detected
in the external signature detection stage. As this renders it
difficult to evaluate the performance of subsequent stages,
the performance was evaluated after the static field-based
detection stage. Fig. 9 shows the performance of the proposed
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FIGURE 9. Performance of anomaly detection based on format and
semantic inference method.

TABLE 4. Performance comparison with other studies.

method for the Morris dataset. The proposed method demon-
strated a precision of 100% for all attacks; this implies that the
detected packets were all real attacks. Therefore, the proposed
method is suitable for systems requiring high availability and
reliability domains, such as CPISs. However, the recall rates
were lower in the CMRI, MSI, and MPCI attacks. This is
because, in the case of the Morris dataset, normal response
data were labeled as anomaly in case of the response to
MSCI and MPCI attacks. This may vary depending on the
definition of anomaly. However, in this study, the detec-
tion rate was not changed for the case above to achieve
an accurate evaluation. Finally, it was confirmed that DoS
attacks were detected in the header field pattern-based detec-
tion stage. However, the proposed method could not detect
attacks when the entire cycle pattern attack messages from a
normal operating environment were injected simultaneously.
For DoS attacks, detection performance can be improved
using the packet flow feature-based detection method rather
than using protocol field and semantics inference methods.
Nonetheless, the overall F1 scores were similar to those of
existing knowledge-based anomaly detection methods.

Table 4 shows a comparison of the F1-scores obtained
in this study using the proposed method with those of
Feng et al. [45] and Khan et al. [46], which were obtained
using the proposed anomaly detection method based on the
same Morris dataset. The results obtained in this study using
the proposed method was comparable to those of Feng but
worse than those of Khan. However, both Feng and Khan
used ARFF files, in which the values of header and pay-
load fields were preprocessed and extracted based on prior
knowledge. However, in this study, anomalies were detected

after inferring and extracting a field from the raw data, i.e.,
the hex value of the protocol. In particular, it is encouraging
that for the MSCI and MPCI attacks, which manipulated the
state and measurement values included in the payload field,
the performance was similar to those of comparative studies.

VI. DISCUSSION
In existing studies, it is assumed that the structure of the
protocol and the meaning of each field are known through
prior knowledge of the site where data were collected as
well as the protocol. However, this method requires a signif-
icant amount of time and manpower and must be performed
repeatedly at each site. Moreover, many CPIS sites are crit-
ical infrastructures that require the strictest confidentiality;
therefore, information is difficult to acquire. This can result
in extremely low efficiency and scalability when applying
the existing methods to the real site. To solve this problem,
anomaly detectionmethods based on packet flow features and
protocol reverse engineering have been proposed; however,
the IT environment rather than CPISs was targeted in existing
studies. Therefore, in this study, the characteristics of the
CPIS network and protocol were observed, and the main
characteristics were summarized. Subsequently, a method to
infer the format and meaning of the header and payload fields
of the protocol without using prior knowledge of each site was
proposed. Because the proposed method infers the payload
field, it can compensate for the limitations of previous proto-
col reverse engineering studies conducted based on the CPIS
protocol. Finally, a multiple-level anomaly detection method
was proposed, and the experimental results showed that the
method performed similarly to existing studies.

To compare and evaluate the performances of anomaly
detection methods based on the protocol reverse engineering
of this study, 1) raw network data, 2) normal/anomaly label-
ing, and 3) public data are required. However, public data
for anomaly detection in most CPIS fields are provided by
preprocessing data from the original network and extracting
values by classifying each field. Therefore, in this study,
the Morris dataset, which provides both the original data of
the network and the preprocessed data, was used for perfor-
mance evaluation. In the case of iTrust’s SWaT dataset, a net-
work dataset is provided; however, it was not used because it
is difficult to accurately evaluate the detection performance
because only the attack period information is described.
However, in the case of the Morris dataset, the entire dataset
is provided with a combination of normal/anomaly data. This
rendered it difficult to learn the normal data because they
must be extracted from the entire dataset. For example, when
learning a traffic pattern, an abnormal pattern appears in the
area from which the attack data are extracted. Therefore,
we proposed a method to derive a pattern through a proba-
bilistic state transition sequence, instead of using the DFA,
which is used in many existing studies. In addition, in cases
involving attack data that manipulate status and measurement
values, it is difficult to apply learning methods for sequential
status and measurement values of the normal data because
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the previous message has been extracted as attack data.
Therefore, to improve the performance of the proposed
method, network data collected in a normal operating
environment are required.

VII. CONCLUSION
We proposed a method for inferring the format and meaning
of fields for a CPIS binary protocol that is used extensively
in the CPIS domain without using prior knowledge of each
site. Because the proposed method manipulates the original
network data instead of the separated field values extracted
through preprocessing, it can be directly applied to CPIS
sites. In addition, it has been shown that not only the header
field but also the payload field, which was inferred restrict-
edly in existing reverse engineering studies owing to the CPIS
protocol, can be inferred. The payload field includes the mea-
surement and state values. This implies that it can respond to
attacks that are targeted at measurement and status values,
classified as advanced attacks. Furthermore, the multilevel
detection method using an inferred field is simple; however,
it is designed to detect to various types of attacks.

The experimental results showed that the proposed method
yielded an average F1 score of 0.75 for response injection
attacks and 0.78 for command injection attacks. Furthermore,
it was confirmed that the proposed method is sufficiently
practical based on a comparison with knowledge-based stud-
ies. Because the proposed method does not require prior
knowledge regarding each site and protocol, it can reduce
the analysis time and cost. In addition, it is highly compat-
ible because it corresponds to the preprocessing stage gener-
ally assumed in existing network anomaly detection studies
pertaining to CPISs.

For future works, in a CPIS site that requires a fast
real-time operation, the polling method is used in the initial
setting stage or the environment change, whereas the report-
ing method is used for other operations. Therefore, further
investigations must be performed to infer packet fields and
meanings in a reporting environment.
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