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ABSTRACT Identifying key frames is the first and necessary step before solving the variety of other
Bharatanatyam problems. The paper aims to partition the momentarily stationary frames (key frames) from
this dance video’s motion frames. The proposed key frames (KFs) localization is novel, simple, and effective
compared to the existing dance video analysis methods. It is distinctive from standard KFs detection
algorithms as used in other human motion videos. In the dance’s basic structure, the occurrence of KFs
during performances is often not completely stationary and varies with the dance form and the performer.
Hence, it is not easy to decide a global threshold (on the quantum of motion) to work across dancers
and performances. The earlier approaches try to compute the threshold iteratively. However, the novelty
of the paper is: (a) formulating an adaptive threshold, (b) adopting Machine Learning (ML) approach and,
(c) generating the effective feature by combining three frame differencing and bit-plane technique for the KF
detection. In ML, we use Support Vector Machine (SVM) and Convolutional Neural Network (CNN) as the
classifiers. The proposed approaches are also compared and analyzed with the earlier approaches. Finally,
the proposed ML techniques emerge as a winner with around 90% accuracy.

INDEX TERMS Key frame,Adavu, three frame difference, bit-plane extraction, adaptive threshold, machine
learning.

I. INTRODUCTION
Bharatanatyam1 is mostly practiced oldest Indian Classi-
cal Dance (ICD) form. Using this dance form, the dancer
illustrates the Hindu religion themes and spiritual ideas with
elegant footwork, impressive body postures, emotional facial
expression, and hand gestures. All these well-defined ges-
tures, postures (Key postures), movements (motions), and
transitions are the units of an Adavu. It is used to train the
dancers. Like the other dance forms, it is also audio driven.
The dancer follows the rhythmic beats (Tal) in audio to per-
form the Adavu. The Fig.1 shows an example of Adavu. The
occurrence of the sequence of Key postures (KP01-KP02-
KP03-KP02) and beats are shown. The transformation of one
posture to another involves a motion. As stated earlier, each
posture/motion is driven by an audio beat shown in the figure.
The Fig.1 also shows the sequence of beats (tei-yum-tat-
tat-tei-yum-ta) associated with the postures and movements.

1An Indian Classical Dance form approved by Sangeet Natak Akademi
and the Ministry of Culture, Govt. of India.

The associate editor coordinating the review of this manuscript and

approving it for publication was Hao Luo .

For example, KP01, KP02, KP03, and KP02 synch with the
beats tei-yum, tat-tat, tei-yum, and ta respectively during the
performance. The sample video is available in [1].

The complex postures, gestures, and the attired [1] of the
dancers are vital in the perspective of image processing and
computer vision aspects while a computer analysis or/and
interpretation of the dance form is the intention.

During the performance of Adavu (video stream),
the dancer takes amomentarily stationary pose (Key postures)
followed by some simple/complex motions. Our objective
is to detect the occurrence of KFs during the Key postures
(KPs). This detection is a variant of the video segmentation
problem [2]. Here, we distinguish the momentarily stationary
frames (KFs) from the motion frames (MFs) in a given
Adavu video. It may be noted that key frame segmentation
is a necessary first step for a variety of other problems in
Bharatanatyam dance analysis like: (a) Distinguishing KP
and transitions in-between, (b) Recognition of Adavus based
on the occurrence of KP sequences, (c) Distinguishing KF to
MF for automated motion and KP annotation, (d) Identifying
various limb trajectories in motion, and (e) Dance transcrip-
tion, etc.
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FIGURE 1. Example of an Adavu performance.

While interests in automated dance analysis are on the
rise, this segmentation problem is non-trivial with several
challenges: (a) During the transition from one KP to another,
we may encounter a very slow motion at the starting. These
slow motioned frames may be falsely classified as KFs.
(b) With complex movements and postures, the distinction
between KFs andMFsmay not be easy. (c) The intricate dress
style (mainly below the waist) contributes to the occlusion,
and sometimes, it drives the non-visibility. This attire may
lead to misinterpretation of MFs as KP.

II. MOTIVATION & RELATED WORK
The two frame differencing [3]–[7] are the apparent
approaches to detect the motion and non-motion frames.
However, it requires strict, static, and manually adjustable
thresholds, which vary with each video. Similarly, the optical
flow technique [8] and the recently deep learning approach
also serve the same purpose but incurs heavy computation
load.

The literatures; [9]–[16] on posture & gesture recognition
or motion classification overlooks the segmentation issue.
They assume that a pre-segmented (pre-annotated) sequence
of frames is available for analysis. The authors in [9] develop
a system to recognize 3D dance postures. A method is
proposed in [10] to classify the different ICDs using the
pose descriptor of each frame of an ICD video. In [11],
authors propose a gesture recognition algorithm to recog-
nize the gestures; happiness, fear, anger, relaxation, and sad-
ness in ICD using the joint coordinates captured by Kinect.
Reference [12] proposes, deep learning-based Convolution
Neural Network (CNN) to recognize body postures and
hand gestures that convey the ICD performances’ semantics.
Reference [13] recognize the posture from 2D images of
Ballet dance and claim their approach can be implemented in
posture recognition from video sequences. Using CNN, [14]
identify the dance poses and classify the ICD form with the
help of SVM. Reference [15] classify the motions involved
in the Natta Adavu of Bharatanatyam dance. The authors
in [16] recognizes the action in ICD using the dance postures

from the YouTube videos. Similarly, in [17], feet postures
are classified in South Indian Classical Dance. The authors
in [18] create several possible coveted dance sequences for
a piece of particular dance music using learning examples.
They use deep learning to learn the examples. It is noth-
ing but dance choreography. A discriminator is used to
identify the best feat among the several possible combina-
tions. The combination is the set of postures and motions
involved during a performance. In [19], authors classify the
images of ICD forms (Kathak, Bharatanatyam, Yakshagana,
Odissi, Kathakali) using deep learning (CNN). Hand gestures
(24 classes) classification of Kathakali dance is done by [20]
using SVM and CNN and achieve an accuracy 74%.

In all these aboveworks, whether it is a problem of recogni-
tion or classification, firstly, the segmenting or distinguishing
KF and MF in the videos were necessary and supposed to be
addressed.

In contrast to the above, [21] propose a method to auto-
matically segment the gestures from dance sequences. Ref-
erences [22] and [23] work on musical information for
motion structure analysis and gesture segmentation. It is done
by detecting the onset from the music signal and tracking
the beats. Authors in [3], do a similar work, where they
can mark the start point of non-motion frames using the
onset beat detection method. In this, image differencing and
instantaneous acceleration use to segment the KFs. Here they
tried manual thresholding for this segmentation and achieved
an average accuracy of 74%. Nevertheless, using onset beat
detection, they score 84%.

In [24], based on the motion captured data, Labanotation
is generated automatically. This article segments the motions
considering the kinematics of limb joints (skeletal joints) and
the rhythm. The authors in [16] recognize the actions in the
given dance videos using a learning-based embedded system
and the music information to segment the actions.

Though there is no much literature found in the segmen-
tation of dance videos, we explore non-dance videos that
help us achieve our target. In [25], authors use background
subtraction and three frame differencing to detect the object
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movement. Similar work is also done in [26]. They adopt two
frame differences and the 4-bit plane extraction technique.
In these works, they also use the manual threshold to distin-
guish motion and non-motion objects.

The advancement in deep learning techniques helps
us to solve many computer vision problems proficiently.
So, we try to explore some of the deep learning works
[27]–[33] as well. These are identifying the KFs in the videos
to recognize/classify human action or behavior. The approach
in [27] extracts the frame’s feature with the help of a CNN.
Then it uses a discriminative score to pool the desired frames
from the given video. These pooled frames are used to classify
an action. Reference [28] identifies the KFs using CNN and
reported precision of 92% in the human action videos. The
authors in [29] identify 4 KFs in the sports videos with the
help of fully convolutional networks. The author in [30] feeds
both the RGB stream and the optical flow to CNN. Finally,
it applies a smoothing fitting function to distinguish KFs
from the entire video sequence using regression. To reduce
the complexity of real time face recognition application on
IoT edge devices [31], a CNN is applied to extract KFs
based on the face image quality. Similar works also report
in [32], [33], associated with video surveillance and secu-
rity system. In [32] the frames containing similar faces are
grouped using a clustering algorithm where deep CNN does
feature extraction.

From the above discussions, it becomes clear that the
KFs contribute substantially to a particular action. However,
the definition of KF is not absolute. So, its extraction algo-
rithm may not be same for all the problems. Hence, we pro-
pose a novel approach to solve KF detection problem where
KF is a momentarily stationary frame. However, the approach
can also be applied to non-dance videos though it is tested
on dance data that is more complex than the usual human
action.

We explore the following shortcomings concerning the
discussed literature leading to five significant contributions
of this paper.
• Shortcomings: (a) No adaptive threshold is developed
yet. (b) For each video, a manual threshold is defined
for classification. (c) No automation to compute the
threshold. (d) ML techniques are yet to be explored in
dance videos

• Major contributions:
– Combining three frames difference and bit-plane

(3-MSBs) techniques for segmentation.
– Segmentation of Dance video.
– Adaptive threshold is devised successfully for

Non-ML approach.
– Explores ML technique (SVM and CNN).
– The proposed approach is compared with the con-

temporary methods to analyze and evaluate the per-
formance.

The list of tried techniques/approaches are shown in the
Table- 1

TABLE 1. Comparative study (NA: Not Attempted).

III. DATA SETS
Bharatanatyam Adavu videos are captured at 30 fps by
Microsoft Kinect 1.0 [34] using Nuicapture software, [35].
Each recorded video comprises depth, skeleton, RGB, and
audio streams. There exist 15 Adavus consisting of 58 vari-
ations in total. Three different dancers perform each variant.
However, we used only 166 videos by ignoring the erroneous
recordings. The average number of frames in each video is
700-1000 frames. The Table- 2 shows the data set. A part of
the data set is also made available on the web by [1].

We annotate all these videos manually. As a sample,
the annotation ofMettu Adavu is shown in Table- 3. A particu-
lar annotation file provides information about the occurrence
of KFs and Non-KFs (motion frames–MFs). Any frame that
belongs to KF is called a Key posture (KP). Since Adavu
follows a rhythmic pattern, there are motion frames between
two KPs. In other words, KPs follow the motion frames.
In annotation, ID comprises the variation of Adavu, Dancer#,
Cycle #, music beat #, and KP #. In the 1st row, the infor-
mation M4D1C1B01P21 implies that Adavu=Mettu4 (M4),
Dancer# = 1 (D1), KP# = 21 (P21), Cycle# = 1 (C1: The
repeat of the rhythmic pattern), and Beat# = 01 (B01: The
music beat at which the KP occurs). In this paper, beat and
cycle information are not necessary.

IV. PROPOSED METHOD
Flow chart in Fig.2 illustrates the proposed method. It takes
an Adavu video as an input and segment the entire video
into motion and nonmotion frames, but our objective is
the KF extraction. It mainly comprises three parts: (a) Pre-
processing, (b) Feature Extraction and Average Filtering, and
(c) Classification. Further, for classification, two techniques
are followed:
• Non-ML technique: It follows (a) Adaptive threshold
computation, (b) Classification of KFs (True Positive)
and MFs (True Negative) using an adaptive thresh-
old, (c) Reduction of False Negative and False Positive
through majority voting.

• ML technique: SVM and CNN

A. PRE-PROCESSING
Tomeet the requirement and reduce the algorithm’s complex-
ity, the transformation of visual data is necessary. Therefore
the RGB frames are converted to grayscale frames.

1) RGB TO GRAY IMAGE
The gray level is a critical factor in detecting the motion.
Moreover, it helps in reducing the complexity of the used
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TABLE 2. Data set.

TABLE 3. A sample annotation file.

FIGURE 2. Flow diagram of proposed method.

algorithms. The color image of size 480 × 640 is converted
to gray image, refer (1).

GrayFrame(i, j) = 0.299 ∗ Frame(i, j)R
+ 0.587 ∗ Frame(i, j)G
+ 0.144 ∗ Frame(i, j)B (1)

where 1 ≤ i ≤ 480 and 1 ≤ j ≤ 640. Suffixes denote the
components.

2) BACKGROUND SUBTRACTED IMAGE
The paper removes the gray image background by retaining
only the dancers’ information using the Kinect recorded data
set’s depth stream information. Kinect depth information is

stored in 16 bits, where the first three bits denote player index,
and the next 13 bits hold the depth data in mm. Kinect makes
use of the player index to detect the whole user. To indicate
a user, it marks the pixels with an index of 1 to 7. This index
value determines whether a given pixel is part of user 1, 2,
and/or. . . .,7. It assigns index zero if a pixel is not part of
the image of a user. RGB camera and the depth camera are
not calibrated, so each camera’s pixels are not correspondent.
Hence, Kinect provides a mapping technology called depth
frame to color frame map, [36], which uses depth data. The
mapping is used in the Algorithm-1 during background sub-
traction from a given gray image.

Algorithm 1: Background Removal
Input: GrayImage, DepthData
Output: BGSImage // Background subtracted Image
Initialization: Set Mask(i, j) = 0 // i:1-M,
j:1-N
for i = 1 to M do

// Frame size = M × N
for j = 1 to N do

[x, y]=MapDepthToColorFrame(DepthData(i,j))
if PlayerIndex(i, j) > 0 then

Mask(x, y) = 1

BGSImage = GrayImage * Mask
return BGSImage

B. FEATURE EXTRACTION
This section describes the feature extraction, which is to be
used as an input to classify the KF and non-KF in a given
Adavu video. Initially, three frame differencing is computed,
and then bit-plane is extracted. Finally, average filtering is
performed to minimize the noise.

1) THREE FRAME DIFFERENCING AND BIT-PLANE
EXTRACTION
The relative change can be detected by temporal differencing
in the successive frames. As per [7], three frame difference
works better than the two-frame difference to detect a real
moving target. Here we consider 3 consecutive frames (Fk ,
Fk+1 and Fk+2) in a sliding window fashion, resulting in
two temporal differentiated images, dα(i, j) = |Fk+1(i, j) −
Fk (i, j)| and dα+1(i, j)= |Fk+2(i, j)−Fk+1(i, j)|. dα and dα+1
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generate pixel wise absolute intensity differences between
two successive frames. Since MSBs contribute most to the
intensity values during motion, 3-MSB values are extracted
and merged as given in (2) to compute Bα(i, j) and Bα+1(i, j).
On the resultant gray framesBα(i, j) &Bα+1(i, j), we consider
3MSBs and do the Ex-OR operation to compare and compute
the pixel difference between bit-planes. It is saved as the
resultant value of Fk+1 frame, that is Fk+1 = Bα(i, j) ⊕
Bα+1(i, j). It is the relative change of Fk+1 with respect to
Fk and Fk+2 where b = Bit position, 0 ≤ b ≤ 7, d(i, j)b =
Intensity at b:

Bα(i, j) =
7∑

b=5

2b ∗ dα(i, j)b (2)

The steps followed for three frame difference and the
bit-plane extraction is given in the Algorithm 2.

Algorithm 2: Three Frame Differencing and Bit-Plane
Extraction, Procedure Name: ThreeFrameBitplane()
Input: Fk // Where k = 1, 2, . . . n− 2. n = Number of
frames/video
Output: ResultFk
for k = 1 to n-2 do

for i = 1 to M do
// Frame size = M × N

for j = 1 to N do
dk (i, j) = |Fk+1(i, j)− Fk (i, j)|
// pixel wise differencing is
Done
dk+1(i, j) = |Fk+2(i, j)− Fk+1(i, j)|
Bk (i, j) = Extract3MSB(dk (i, j))
Bk+1(i, j) = Extract3MSB(dk+1(i, j))
ResultFk+1(i, j) = Bk (i, j)⊕ Bk+1(i, j)

return ResultFk

2) AVERAGE FILTERING
The output of Algorithm-2 provides the frames where we
count non-zero pixels. Average filtering is applied using a
particular mask size and weight to reduce the error. The
number of non-zero pixel count per frame is considered as
the feature for classification. Section IV-C2 discusses this in
detail.

C. CLASSIFICATION
Based on the non-zero pixel counts per frame, a frame can
be marked as KF or Non-KF (MF). The challenge here is to
determine the threshold for a frame being KF or MF. Most of
the algorithms compute this threshold heuristically through
observation over series of frames. In this work, we present an
adaptivemethod to calculate this threshold. The non-zero pix-
els per frame are considered the feature set for the Non-ML
algorithm or the ML Algorithm to segment a given video.
In the Non-ML approach, an adaptive threshold is devised for

FIGURE 3. Accuracy and error against varying threshold of Mettu-1.

the segmentation, whereas in the ML method, trained SVM
and CNN are used.

1) NON-ML APPROACH
The first step in this approach is to automate the computation
of each video threshold for the segmentation. To start with,
the paper extensively tries out with several thresholds (step
size 10) iteratively and computes the accuracy for each. Fig.3
shows the variation in the segmentation’s accuracy and error
by varying the thresholds for Dancer-3, Mettu-1. From this
extensive study, initially, we detect the threshold that attains
maximum accuracy. Next, when we analyze the entire range
of thresholds and their corresponding accuracy, it is found
that there exist a set of consecutive thresholds where no much
variation is identified in the accuracy. These are close to
the maximum accuracy attended threshold. Moreover, this
maximum accuracy attended threshold is very close to the
devised threshold, as shown in ( 3), Where ResultFk+1 is
generated by Algorithm 2 and {k = n − 2|n = number of
frame in an video}

Threshold =

k∑
i=1

CountNonZeroPixels(ResultFi+1)

k
(3)

The computed Threshold become the decider on the basis
of the number of non-zero pixels in the ResultFk to mark
a frame as KF(1) or MF (0). The marking is stored in a
1-D array (MarkedFrames). For the Computed Threshold,
refer (3), we analyze the thresholds across all the Adavu
videos.We identify that the computed andmaximum attended
accuracy differ in the range 0.55%–1.79%. For illustration,
we use the Mettu Adavu as an example. In Fig.3, the green
circle shows the steady accuracy close to maximum attended
accuracy 92.12% in the range of thresholds 820-900 for the
Dancer-3, Mettu-1 video. The computed adaptive threshold
(refer (3)) comes out to be 906. For the threshold=906,
the ComputedAccuracy = 91.57%, close to the max-
imum attended accuracy of 92.12% Here, Accuracy =

TP+TN
TP+FP+TN+FN , where TP = True positive (KF), TN =

True Negative (MF), FP = False Positive and FN = False
Negative samples.
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2) MAJORITY VOTING: REDUCTION OF FP AND FN IN
NON-ML
As we discussed earlier in Section-III, a sequence of KFs
follows a sequence ofMFs and vice versa. So in the automatic
detection of KF and MF, at times, there may be a false KF
detection in between MFs or a false MF detection in between
KFs. To deal with such kind of situation, we adopted the two
majority voting techniques.
• Approach-1:
In this approach, we consider a window acquiring three
frames and checking if there is a key frame in between
two motion frames and vice versa. The Algorithm-3
achieves this using three frame sliding window.

Algorithm 3:Majority Voting, Approach-2
Input:MarkedFrames[1, 2 . . . k]
Output: UpdatedMarkedFrame[1, 2 . . . k]
UpdatedMarkedFrame = MarkedFrames
for i = 1 to k-2 do

Wi = MarkedFrame[i]Wi+1 = MarkedFrame[i+ 1]
Wi+2 = MarkedFrame[i+ 2]
if Wi == 0 && Wi+2 == 0 && Wi+1 == 1 then

UpdatedMarkedFrames[i+ 1] = 0

if Wi == 1 && Wi+2 == 1 && Wi+1 == 0 then
UpdatedMarkedFrames[i+ 1] = 1

return UpdatedMarkedFrame

• Approach-2:
In this type, we consider a five-window frame and count
the number of zeros and ones. If the number of zeros is
more than the ones, then the center frame in the window
is marked as KF. If the reverse is the case, then the
middle frame in the window is marked as a motion
frame. The Algorithm-4 describes this approach.

We analyze across all the performances and the dancers and
conclude that the Approach-2 majority voting technique per-
forms slightly better than the Approach-1. Table-4(a) shows
the average accuracy of each of theAdavu variant by applying

Algorithm 4:Majority Voting, Approach-2
Input:MarkedFrames[1, 2 . . . k]
Output: UpdatedMarkedFrame[1, 2 . . . k]
UpdatedMarkedFrame = MarkedFrames
for i = 1 to k-4 do

W [1, 2..5] = MarkedFrame[i, i+ 1, . . . i+ 4]
count0 = countZeros(W )
count1 = 5− count0
MF = MarkedFrames[i+ 2]
if count0 > count1 && MF == 1 then

UpdatedMarkedFrames[i+ 2] = 0

if count1 > count0 && MF == 0 then
UpdatedMarkedFrames[i+ 2] = 1

return UpdatedMarkedFrame

Approach-2. Here, accuracy refers to the precision of KF
(PrecisionKF); correctness in KF prediction in each video.
Along with the Precision, Recall, and F1 score metrics are
also necessary for evaluating any binary classification algo-
rithm’s performance. Reference [37] explain the equations
associated with these measures. When an algorithm gives
good precision and recall results, the F1 score is also yield
to be good. The good F1 Score value implies the robustness
of the given algorithm.

3) MACHINE LEARNING APPROACH
The best part of the supervised machine learning approach
is learning the threshold for classification from the given
training data. This paper uses SVM and CNN as classifiers
to classify the incoming video sequence into KFs and MFs.
Fig.4 shows the training and testing process.

FIGURE 4. Train and test flow to classify Key frame & motion frame.

SVM As classifier: Like any ML model, the SVM also
requires each frame’s features to train the model and test as
well. The features are the resultant pixel values generate for
each frame byAlgorithm-2, as discussed in Section IV-B. The
dimension of the feature is 1×3, 07, 200 since the size of the
each frame = 480× 640. It says, for each frame, we provide
3,07,200 values to train the SVM and test as well. We supply
the labelled (1: KF, 0: MF) feature array to SVM during
training. While testing, we provide the unlabeled feature sets
to our trained SVM model, and the model predicts whether
a given feature set belongs to KF or MF. We use MATLAB
for SVM implementation. The functions fitcecoc [38] (Clas-
sifier: SVM–OneVsOne, ClassNames: {’setosa’ ’versicolor’}
where setosa = 1 and versicolor =−1, CodingName: ’onev-
sone’) and predict [39] of MATLAB 2018b are used for SVM
classifier training and testing. fitcecoc returns trained model
(Mdl) using the training features Ftr and the labels (1: KF and
0:MF). predict uses Mdl and the test features Fts to predict
class labels.

The Table-4(b) shows the classification accuracy. Here,
we present the result of KF detection in the form of precision,
recall and F1 Score like non-ML approach.

CNN As Classifier: To improve the accuracy, we try
CNN. Fig.4 shows its train and test flow. The Algorithm 2
generates the necessary feature for each frame. These fea-
tures are input to the proposed CNN [40] (epochs: 30, bath
size: 100, momentum: 0.9, learning rate: 0.01). It is imple-
mented in Python 3.7. The VGG16 CNN architecture is mod-
ified to accommodate the type of data we are dealing with.
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TABLE 4. Classification result of both ML and non-ML approach.

The original implementation of VGG16 is trained with col-
ored images with many features like objects, boundaries, and
color gradients. However, our data mainly contains grayscale
images with a small number of non-zero pixels. We highly
reduce the model’s complexity to fit it in two convolutional
layers and three fully connected layers.

Each convolution layer is a combination of convolution,
non-linear ReLU, normalization, and pooling. Instead of
ReLUwhich annihilates negative input features, we employed
LeakyReLU which penalizes negative features instead of
annihilating it. Each of the first two fully connected layers
comprises of linear layer, non-linearity ReLU, drop-out, and
batch normalization. We used batch-normalization only at
fully connected layers and used layer-normalization after
every convolution. Layer normalization normalizes the fea-
tures of only a single sample, where batch normalization nor-
malizes features of the sample in the entire batch along each
channel. Also, a form of regularization called drop-out with a
rate of 0.1 is used to prevent overfiting. During training,Adam
is employed to optimize the network, and cross-entropy-loss
is used for loss calculation

The dataset contains an unequal number of samples
belonging to different labels. If the number of samples of

each label differs significantly, it will affect the classifier to
settle on poor generalization. To prevent this, we use random
oversampling [41], [42]. It simply keeps the samples of the
majority label intact and replicates the samples of the minor-
ity class. The random oversampling randomly select samples
from the minority class until it gets samples equal to that of
the majority class. The random distribution function is used
such that every sample from the minority class has an equal
probability of getting selected.

The Table-5 shows the classification result inform of pre-
cession, recall, and F1 score. The table also compares the
results of SVM with the CNN

V. RESULT ANALYSIS
In this section, we analyze the results in various dimensions.
First, we discuss the variations in the proposed approach’s
performance while varying the form of input data. Secondly,
we compare our proposed approach with the contemporary
ones.

A. PERFORMANCE ANALYSIS
In this section, fewmore experiments are performed to exam-
ine the effect of background subtraction on the proposed
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TABLE 5. Classification result of CNN and SVM.

method’s performance. Here, we implement two variants for
each of the proposed approaches (Non-ML and ML). Each of
the proposed techniques is implemented with and without the
background subtraction as the first step. The entire process
boils down to five categories:
• Non-ML without Background subtracted data (Non-ML
WBGS)

• Non-ML with Background subtracted data (Non-ML
BGS)

• ML (using SVM) without Background subtracted data
(ML WBGS)

• ML (using SVM) with Background subtracted data (ML
BGS).

• ML (Using CNN) without Background subtracted
(ML-CNN) data

When we compare Non-ML WBGS and Non-ML BGS,
we observe that background subtracted data sets identify KF
more correctly than the WBGS data. The 7(a) and Table-4(a)
shows the comparison. Most of the Adavu videos perform
slightly better when the background is subtracted from the
scene. For BGS, the average accuracy is 84.72%, and for
WBGS, it is 83.82%. Most importantly, the average F1 Score
is above 70% in both cases, which implies our approach is
balanced.

While comparing ML WBGS with BGS, we observe
ML BGS approach performs much better. The compari-
son is visible in the Fig.7(b) and Table-4(b) as well. But,
in between Non-ML BGS and ML BGS, in most of the
videos, ML BGS’s performance is above 90%, that is, it per-
forms better. The Fig.7(c) shows comparison. In few Adavus
(Karatri, Pakka, Tirmana), the Non-ML approach performs
slightly better than ML. The reason may be, a very slow
motioned frame sometimes get detected as a motion in ML,
whereas in Non-ML, the threshold excludes that. On the other
hand, the F1 score is improved by 9% in the ML approach,
which is a good sign.

Finally, while comparing the ML-CNN Precision with
the SVM (ML-BGS), CNN performs slightly better in most

FIGURE 5. Precision comparison: CNN vs. SVM (ML-BGS).

of the cases. Table-5 shows the comparison between these
two approaches. Though in some Adavus (Kartari, Mettu,
Sarikkal, Tatta) Precision of SVM is better, but in most of
the Adavus CNN gives marginally better result. Fig. 5 shows
the comparison of the precision. If we look into the overall
F1 Score, then CNN ismore balancedwith 87.54%. However,
in SVM, it is 81.16%. At the same time, Recall of CNN is
also better than the SVM except Tattal Adavu. Fig. 6 shows
the comparison of Recall and F1 Score between these two
approaches.

B. A COMPARISON WITH CONTEMPORARY APPROACHES
From the literature, we identify some of the contemporary
approaches which can be compared with our approach. In [3],
the authors tried two image differencing techniques to detect
KFs in Bharatanatyam dance which is less effective than our
Non-ML approach, where we try with background subtrac-
tion. Fig.7(d) shows comparison. It also shows the number of
Adavu variants associated within the braces, that is, a glimpse
of the data set used by [3]. In some cases, the current approach
tries more variants and more videos (Table- 2). In this com-
parison, we identify three videos; Sarrika, Tatta & Utsanga
which perform better in [3] than the current method.

When we compare our ML(SVM: ML-BGS) approach
with [3], the current approach performs much better. How-
ever, in the ML approach, almost all the video performance
is close to or above 90% except Pakka, Tirmana & Utsanga.
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FIGURE 6. F1 score and recall comparison: CNN vs. SVM (ML-BGS).

FIGURE 7. Result analysis: ML using SVM and non-ML approaches.

These three are between 70-80%, but those are higher than
those of [3]. It is quite evident in the Fig. 7(e).

References [4]–[7] apply the two-image differencing tech-
nique and the Bit-wise (8-bit Plane) AND operation to detect
motion frames in the videos. However, these works do not
consider dance data. In curiosity, we compare their technique
with ours to identify the KFs. The comparison is shown in the
Fig.7(f). Ourmethods performs better with 8%-20% accuracy
except for two Adavus (Tirmana & Utsanga). In these two,
the performance of the earlier and the current approaches are
very close.

VI. CONCLUSION
The proposed methods are able to extract the key frames in
Bharatanatyam dance videos successfully. The paper also

discusses the contemporary approaches, [3]–[7] and com-
pares with the proposed approach. In the earlier practices,
there was no mechanism to compute an adaptive threshold.
Moreover, the previous methods attempt to segment motion
and non-motion frames in human activities (walking, run-
ning, etc.). The paper solves the key frame classification
problem for a new domain (ICD), where choosing the global
threshold to segment the video is challenging.

In contrast to the traditional methods, [3]–[8], our novel
approach; a combination of the three-frame differencing and
bit-plane technique, serves the purpose in a better way. The
paper successfully identifies an adaptive threshold with less
computation for non-ML strategy. Moreover, well defined
ML classifiers (SVM and CNN) are able to identify the KFs
in the videos independently without the threshold. Based on
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the performance, the proposed approach does not lag behind
the earlier methods. Our ML approaches (SVM and CNN)
give consistently good results – more than 90% precision
in most of the Adavu videos. However, CNN wins the race
with better Precision, Recall, and F1 score (Fig. 5 & 6)
despite the high-performance hardware dependency, low
computational speed/expensive computation [43]. Simultane-
ously, the non-ML approach’s performance is also not bad
(above 85%). Hence, both methods (ML/Non-ML) outper-
form the earlier ones.

The proposed approach is yet to be tested in non-dance
videos. It will be an essential tool to segment the videos of
any Indian Classical Dance form. Furthermore, in the ML
approach, we use samples each with 3,07,200 features, which
affects SVMandCNN’s time complexity. It may significantly
reduce with the histogram of the given feature, which needs
to be tested. Finally, the depth information of Kinect may be
used as an input in the approach to explore the performance.
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