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ABSTRACT Trust is an essential requirement for effective Human-Agent interaction as artificial agents are
becoming part of human society in a social context. To blend into our society andmaximize their acceptability
and reliability, artificial agents need to adapt to the complexity of their surroundings, like humans. This
adaptation should come through knowing whom to trust by evaluating the trustworthiness of its human mate.
It is therefore required to build cognitive agents with trust models that may allow them to trust humans the
same way a human trusts other humans keeping under consideration all factors influencing the human agent
trust mechanism. Several antecedents within the cognitive system itself and the surroundings dynamically
influence the trust mechanism. Personality, as a trusted antecedent has been found to have a substantial
impact in predicting human interactor’s trustworthiness that critically assists trust decision making. Current
research, therefore, aims to infuse characteristics of respective humans as the antecedent of the human agent
trust process. This is accomplished by incorporating into the trust model the agent’s capability to perceive
the personality traits of the human interactor. The current work is focused on introducing a trustworthiness
assessment model (TAMFIS) based on fuzzy inference to assess human’s trustworthiness towards artificial
agents by exploring the human’s personality traits that predict trustworthiness. The artificial agent could
develop its character towards its human collaborators that will help it in effective interactions. The testing
of the proposed architecture is carried out using Dempster Shafer Theory of belief and estimation. It is
anticipated that the proposed trust model will effectively evaluate the trustworthiness of human collaborators
and develop a more reliable human–agent trust relationship.

INDEX TERMS Big 5 personality traits, multi-agent systems, trustworthiness, artificial agent, Dempster
Shafer theory.

I. INTRODUCTION
In human-agent collaborative societies, working together
often involves having interdependence and therefore the team
members need to depend on each other to accomplish collab-
orative tasks. Artificial agents are becoming a part of human
society rapidly and are expected to work in collaboration
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with humans. Humans and cognitive agents are required to
become teammates like human mates. Collaborative team-
mates, in the accomplishment of a common goal or a task,
require partnerships based on trust. Artificial agents are there-
fore equally required to establish a trust relationship with
their human mates as humans do. This trust-building has a
strong association with the trustworthiness perception of the
agent for its human collaborator. Perceiving the trustworthi-
ness of a human is governed by various subjective factors
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including his behaviors. The intensifying degree of autonomy
of artificial agents is contributing to the complexity of the
nature of a partnership, shared autonomy of collaboration,
reasoning, and understanding in social setups. Trust, there-
fore, plays an important role in deciding when to rely on the
teammates.

Previous studies have revealed that the characteristics of a
trustee, situational factors, and perception of trustor have a
significant impact on trust decision [1]. A trustor’s desire of
trusting others is also affected by the status of opponent [2],
nationality [3], [4], gender [5], [6], fear of social segrega-
tion [7], presence of a monitoring system [8], [9], trustor’s
emotions [10] and dutifulness [11]. Cues and behaviors that
govern trust mechanisms have extensively been studied, how-
ever, lesser consideration has been put into characteristics
and traits that assess the trustworthiness of the collaborator.
Literature has also explored the perceptions of trustworthi-
ness. Perception of trustworthiness is found to be understood
by understanding Mayer, Davis, and Schoorman’s (1995)
ability, benevolence, and integrity (ABI) model. Individuals
who are perceived as highly intelligent, capable, and compe-
tent (high ability), empathic, and caring (high benevolence),
and consistent and ethical (high integrity) are more probable
to be trustworthy. Trustworthiness assessment can also be
performed based on the opponent’s characteristics, social
setup, and situations; like whether the trustee has fulfilled his
promises in past and how the trustee is gullible for breaking
promises [12], [13].

Under these findings, the current study aims towards mod-
eling a trustworthiness assessment model that influences
human and agent collaborative interaction. This work con-
siders cognitive trust development that captures the human
view of perceived trustworthiness and the ability to assess an
appropriate level of confidence in humans.

The paper is organized in sections, where section II covers
briefly the related work, section III describes the proposed
model proceeded by both through Mamdani fuzzy-based
approach and Dempster Shafer’s theory of belief and esti-
mation. Simulation results of the proposed Fuzzy Inference
System are also compared with the results obtained through
Dempster Shafer Theory. Section IV concludes the work and
possible future work.

II. LITERATURE REVIEW
In human-agent social setups, relatively few scholars have
investigated the correlates of trustworthiness and examined
the relationship between the Big Five personality traits
(extraversion, openness, agreeableness, neuroticism, consci-
entiousness) as influencing factors.

Personality is described by its components called traits.
These traits are not directly observable but are inferred
through behavior patterns [14], [15]. Personality traits are
found to have stability throughout life and have grounded into
genetics [16]. Perceived personality traits of the teammember
have a considerable influence on the desire to develop a trust-
based relationship [17]. Although to measure an individual’s

personality traits, there is no fully encompassing technique,
nevertheless, a strong consensus in Psychology approves that
the Five-Factor Model (FFM) of personality is capable of
providing a broader way of measuring the traits [18], [19].
FFM covers human characteristics into five personality traits.
These personality traits are found to be independent of lan-
guage and culture, therefore this model captures the traits
universally. These traits include openness, agreeableness,
conscientiousness, extraversion, and neuroticism. These per-
sonality traits can generate an individual’s worldview from a
broader perspective and help assess his trustworthiness.

McCrae and Costa [20] defines openness to experience as
an extent to which an individual accepts new ideas, develops
new approaches, and ready to experience new happenings.
A curious person who scores higher in these aspects has
curiosity towards exploration, original in thoughts, and clear
in imaginations, whereas low scorers are found to be more
conservative and careful. Researchers in cognitive science
argues that the more a person possesses this aspect the more
he is open-minded and tolerant found to show trustworthy
behavior [21].

Persons, more towards rationalism andwell informed think
themselves more incompetence is considered to be more
conscientious. These individuals are known for their orga-
nization, thoroughness, and ambitions [22]. In contrast to
conscientious people, there are people at lower levels of
maturity, patience, and are careless. Conscientious individ-
uals seem to be better informed and make better decisions
under diverse situations. Persons with high levels of consci-
entiousness do not rely easily on information provided by
others [21].

Extraversion is a special trait of social, active, and lively
individuals, opposite to it, a shy and passive person has a
lower score for the traits and is classified as introverts [20].
Extraverts exhibit more trustworthy behavior than introverts,
which makes them more desired to be trusted in social com-
munication.

People showing more tendencies towards cooperating with
others are known to be more agreeable. Among factors of
personality traits agreeableness is highly correlated to trust-
worthiness [23]–[25]. This property is found to influence
trustworthiness less in presence of very low neuroticism [25].
Agreeableness is therefore influential on trustworthiness con-
sidering its correlation with other personality traits.

Neurotic people have been found to show more dis-
trust [26], they evaluate threat more keenly and often leads
to a decision that their opponents are malicious [27].

Mayer et al. [28] and Falcone and Castelfranchi [29], has
provided a notion of trust that is applicable in the dynamical
analysis. They define trust in terms of the willingness of
the trustee to develop trust relations and is influenced by
a trustee’s ability, benevolence, and integrity. Where ability
defines the capabilities of a trustee in a specific area, benevo-
lence is the degree towhich a trustee is assumed to be good for
the trustor whereas integrity is a perception that how trustee
follows rules and regulations.
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Psychology, philosophy, management, and economics
have widely studied the concept of trust and trustworthi-
ness [30]. The importance of trust in human-agent cooper-
ative environments has received much contemplation [31].
Trust can be classified and studied under three domains;
credentials, past experiences, and cognitive trust.

Trust based on credentials is developed by applying certain
credentials to gain access; in e-commerce and peer-to-peer
applications trust in an agent is evaluated based on the expe-
rience of interactions with other agents [32], [33]; in contrast,
cognitive trust captures human social norms for trust-based
decisions in social interactions [34], [35].

There has been a debate between personality researchers
that personality traits influence trustworthiness in oppo-
nents. Agreeableness has a strong influence on trust-building
[36]–[38], along with agreeableness, conscientiousness and
openness are also helpful parameters in defining the trust-
worthiness of the opponent. Every personality trait has a
certain level of influence on trust development [21], whereas,
according to Yamagata et al. [39], extraversion has lower
impacts on developing trustworthiness.

Perception of trustworthiness dimensions has been under
research, ability, benevolence, and integrity; also known as
the ABI model, are considered to be the dominant paradigm
of understanding trustworthiness. Individuals are perceived
to be trustworthy if they have professed to be intelligent and
capable (able); caring and kind (benevolent) and consistent
and well behaved (integral). Trustors make judgments for
these three dimensions through social, personal, and situa-
tional cues [40], as well as how the trustee has been behaving
in contradicting situations [12], [13], [41]. Trust findings
may seem to appear with some divergence, the reason is
assumed simply due to different sizes of samples and (or)
measurements, whereas they are certainlyworth a closer look.

Personality factors are one of the crucial factors in devel-
oping a trust relationship among team members, especially
when an agent has to interact with diverse team members
and has a strong impact on developing trust. Several studies
have focused on the estimation of the trustworthiness of
collaborative teammates [42]–[44]. Major research work has
been conducted to assess the trustworthiness of teammates in
psychology and social sciences [1], [45], [46] whereas few
attempts have been made to assess computationally the trust-
worthiness of humanmate [47], [48], also in existing research
in human-agent systems, personality traits as antecedents of
trustworthiness assessment has been missing.

The current study takes these limitations a step further with
inspiration from fuzzy inference systems leading towards
the suboptimal fuzzy inference system (FIS). Fuzzy sets
and fuzzy logic are powerful mathematical tools to model
uncertain industrial, human and natural systems. Fuzzy mod-
els facilitate decision-making by the means of approximate
reasoning and linguistic terms. Fuzzy inference systems can
play an important role when applied to complex cognitive
phenomena that are not easy to describe by conventional
mathematics [43], [49]–[52].

The proposed FIS is expanded with the cognitive ability to
infer personality traits of the human teammate and incorpo-
rating them into an artificial cognitive agent that can distin-
guish trustworthy and untrustworthy sources of information
based on the opponent’s personality measures. The cognitive
agent will be capable of modifying its behavior according to
its belief, by adopting a probabilistic approach to model trust
towards the opponent. Therefore it is believed that the current
study will able to reproduce the results with more accuracy
and reliability.

III. PROPOSED MULTI-LAYERED TRUSTWORTHINESS
ASSESSMENT MODEL
The research model has been proposed and designed follow-
ing the aforementioned theoretical design and is schemed
in Figure-1. The model utilizes the perceived personality
traits of human collaborators as a predictor of trustworthiness.
A brief description of each of the blocks is provided as under.

A. AUTOMATIC PERSONALITY TRAITS ASSESSMENT
MODULE
The model consists of an automatic personality detection
system through textual conversation. Since text often reflects
various aspects of human personality, this module has been
constructed with the influence of the work of Poria et al. [53].
Using a convolutional neural network (CNN), the process of
personality detection has been conducted through the stream
of consciousness essays. For personality traits prediction two
types of features extraction (i.e. word level and document
level) is performed. Furthermore, for the five traits of per-
sonality, five different neural networks were trained and the
corresponding output of each network (representing a partic-
ular personality trait) is obtained as a probability distribution
through the softmax layer.

B. TRUSTWORTHINESS DIMENSIONS ASSESSMENT
MODULE
The preliminary literature review has already shown that
personality traits of an individual are associated with those
of dimensions of trustworthiness therefore FFM has a strong
influence on trustworthiness [28].

Generally, it is accepted that agreeableness is positively
related to the perception of trustworthiness. In the trust
game, research on trustworthiness has revealed that agree-
ableness is a strong predictor of trustworthiness [24], [54].
A high degree of conscientiousness in individuals is sensi-
tive to ability-based violations. Therefore general carefulness
leads to lower perceptions of trustworthiness. Neuroticism
is related to higher threat evaluations leading to perceiving
others as being malicious [26], [27]. Extravert persons have a
higher tendency of risk-taking and possess positive emotions,
both of which these qualities lead to high trustworthiness per-
ceptions. In the last, openness to experience takes to a wider
vision to accept values and customs and particularly useful in
predicting integrity, since the trustor views the values of his
collaborator as consistent with their own.
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FIGURE 1. Proposed personality traits oriented trustworthiness assessment model.

The current research work is mainly focused on
The trustworthiness assessment module to address the
above-mentioned relationships. The module is designed to
and assesses human trustworthiness based on the perceived
personality traits assessment module. The details of this
module are provided in the preceding sections.

C. AUDIO MODULE
The audio module is used for vocal outputs synthesis to
receive the vocal message from the human and to guide him
through the course of the interaction.

D. CONVERSATION MODULE
Conversation module processes vocal commands to generate
textual data for the personality assessment module for per-
sonality trait perception.

IV. FUZZY-BASED SYSTEM MODEL
The proposed model is designed to assess the trustworthiness
of a human agent based on his inferred personality traits using
the Multi-Layer Mamdani Fuzzy Inference System (MFIS).
Figure-2 shows the flow of the proposed system which con-
sists of five parameters (the personality traits), initially to
assess the trustworthiness dimensions (ability, benevolence,
integrity) in layer 1.

The proposed model assesses trustworthiness (HD =
Highly_Deceptive, D = Deceptive, PT = Partially_ Trust-
worthy, T = Trustworthy, VT = Very_Trutworthy) using
five input variables (Openness, Conscientiousness, Extraver-
sion, Agreeableness, Neuroticism) in Figure-2. The assessed
trustworthiness dimensions are then fed to layer-2 MFIS for
the final assessment of human trustworthiness. Personality
factors have been found to be in mutual correlation that
collectively influences the outcome of the proposed model.
The values of input parameters i.e. the personality traits are
used to form a lookup table for trustworthiness assessment.
Since the proposed trustworthiness assessment model com-
prises of fuzzy ‘‘and’’ rules-based knowledge base, therefore,
the proposed automated trustworthiness assessment model
usingMamdani Fuzzy Inference based system for layer-1 and
layer-2 can be written mathematically regarding t-norm as

t : [0, 1]× [0, 1]× [0, 1]× [0, 1]× [0, 1]

→ [0, 1]× [0, 1]× [0, 1] (1)

t : [0, 1]× [0, 1]× [0, 1]→ [0, 1] (2)

For the proposed TAMFIS the fuzzy sets in layer-1,
Openness, Conscientiousness, Extraversion, Agreeableness,
Neuroticism, and for layer-2, Ability, Integrity, and Benev-
olence, the membership functions are transformed into their
intersection in Eq.(1) and eq. (2) respectively. A membership
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FIGURE 2. Proposed trustworthiness assessment MFIS layers.

TABLE 1. Proposed fuzzy inference system ranges for calculating weights
of trustworthiness dimensions.

function maps each point to the degree of membership
between 0 and 1 in-universe of discourse.

TAMFIS membership functions are given in table 1,
whereas eq. (3) and (4) represent mathematically the mem-
bership functions for layer-1 and layer-2.

µOPN∩CON∩EXT∩AGR∩NEO (o,C, ε,A,N)

= min
[
µOPN (O), µCON (), µEXT (ε),µAGR(A), µNEO(N)

]
(3)

µAbility∩Benevolence∩Integrity (a, b, i)

= min
[
µA(a), µB(b), µI (i)

]
(4)

A. INPUT/OUTPUT VARIABLES
Statistical values are used in a fuzzy system for assessment
of trustworthiness, yielding statistical values for the outputs
of the proposed fuzzy inference system. Inputs and outputs
for the system along with the defined ranges are shown in
Table. 1.

The ranges have been designed in accordance with the
work of Lyons et al. [46], showing that openness to expe-
riences and neuroticism of trustee lowers his trustworthiness
whereas conscientiousness, extraversion, and agreeableness
contribute to enriching trustworthiness

B. FUZZY IF-THEN RULES
Fuzzy logic if-then statements are utilized to design con-
ditional statements to hold fuzzy logic. These statements
describe the core grounds for the construction of a fuzzy rule
base. A few of the rules designed for layer-1 of the fuzzy
inference system are provided as under.

The proposed TAMFIS rules table is designed to follow a
cognitive theory of trust psychology, the system comprises
243 input and output rules for layer-1and 27 input and output
rules for layer-2. A few of these input and output rules are
presented in Table. IV. Rules tomeasure an agent’s perception
of their human mate’s ability, benevolence, and integrity are
designed following the work of Lyons et al. [46]. Here we
have also considered that the trustee is a teammate and there-
fore familiar. Fuzzy rules have been designed considering the
correlation between the personality traits themselves.

IF(Openness is Conventional) and
(Conscientiousness is Careless) and
(Extroversion is Reserved) and
(Agreeableness is Challenging) and (Neuroticism is
Moderate)
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THEN
(Ability is Low)(Benevolence is Low)(Integrity is Low)
IF(Openness is Conventional) and
(Conscientiousness is Careless) and
(Extroversion is Reserved) and
(Agreeableness is Moderate) and
(Neuroticism is Moderate)
THEN (Ability is Low) (Benevolence is Low)
(Integrity is Low)

·

·

·

IF (Openness is Curious) and
(Conscientiousness is Organized) and
(Extroversion is Outgoing) and
(Agreeableness is Friendly) and
(Neuroticism is Moderate)
THEN (Ability is High) (Benevolence is High)
(Integrity is Medium)
similarly, for layer-2:
IF (Ability is Medium) and (Benevolence is Medium)
and (Integrity is Medium) THEN (Trustworthiness is T)
IF (Ability is High) and (Benevolence is Medium)
and (Integrity is Medium) THEN (Trustworthiness is T)

·

·

·

IF(Ability is High) and (Benevolence is High)
and (Integrity is Medium) THEN (Trustworthiness is VT)

C. MEMBERSHIP FUNCTIONS
The membership functions for levels of proposed MFIS are
given in Table. 2.

To use these rules realistically and proficiently, the major
constituent of TAFIS i.e., the fuzzy rule base is created. The
efficiency of an expert system is based on the implemented
fuzzy rules set. Under experts’ opinion, all possible fuzzy
relations between inputs and outputs are included in the fuzzy
rule base. These rules are written in an IF-THEN context
covering all possible facets for an agent needed to develop
a trust relationship with the human.

Fuzzy if-then rules ue (1≤ e ≤ 243) comprising fuzzy
rule base for layer-1 are written as:

u1 = IF OPN is Conventional and CON is Careless
and EXT is Reserved and AGR is Challenging and NEO is
Confident THEN A is Low B is Low I is Low

u2 = IF OPN is Conventional and CON is Careless
and EXT is Reserved and AGR is Challenging and NEO is
Moderate THEN A is Low B is Low I is Low

·

·

·

u243 = IF OPN is Curious and CON is Organized and
EXT is Outgoing and AGR is Friendly and NEO is Confident
THEN A is High B is High I is High

Similarly, for layer-2, rules, donated by Tux where
1≤ x ≤ 27:
Tu1 = IF (Ability is Medium) and (Benevolence is

Medium) and (Integrity is Medium) THEN (Trustworthiness
is T)

Tu2 = IF (Ability is High) and (Benevolence is Medium)
and (Integrity is Medium) THEN (Trustworthiness is T)

·

·

·

Tu27 = IF (Ability is High) and (Benevolence is High) and
(Integrity is Medium) THEN (Trustworthiness is VT)
The canonical form of these fuzzy if-then rules is partial

rules consisting of fuzzy prepositions and fuzzy rules.

1) FUZZY INFERENCE ENGINE
Our Mamdani TAMFIS uses fuzzy set theory to map input
features (personality traits in layer-1 and trustworthiness
dimensions in layer-2) to the corresponding outputs (trust-
worthiness dimensions in layer-1 and trustworthiness level in
layer-2). In input-output product space, if-then rules imple-
mented in TAMFIS are construed as fuzzy relations. This
set of rules can be inferred in two ways; composition-based
and rule-based. In current implementation composition-based
inference is applicable; it combines fuzzy rules through their
inner product and views it as a single if-then rule.

ue and Tu1 be the fuzzy relation representing an arbitrary
fuzzy if-then rule from the rule base, i.e.

ue = Oe
× Ce

× εe ×Ae
×Ne (5)

Tux = ax × bx × ix (6)

Eq. (5) and (6) holds as:

µOPN∩CON∩EXT∩AGR∩NEO

= µOPN (O) ∩ µCON ()∩µEXT (ε) ∩ µAGR(A) ∩ µAGR(N) (7)

µability∩benevolence∩integrity

= µability(a) ∩ µbenevolence(b) ∩ µintegrity(i) (8)

The rules from section 4.6 are then deduced as a fuzzy relation
Q243 as:

Q243 =

243⋃
e=1

ue (9)

Q27 =

27⋃
e=1

Tue (10)

Eq. (9) and (10) showMamdani combinations for layer-1 and
layer-2 of the proposed trustworthiness assessment model.
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TABLE 2. Membership functions for TAMFIS layer-1 and layer-2.
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2) PRODUCT INFERENCE ENGINE
Let , ’ and ϕ are the fuzzy sets and the inputs and outputs
for the proposed TAMFIS respectively, then by observing
Q243 and Q27 as a single fuzzy rule, the output of fuzzy
inference is obtained. Composition based Mamdani fuzzy
inference engine is therefore used here. The product inference
engine is obtained through union combination of the individ-
ual rule base, product of all t-norm operators, and Mamdani
product implications as:

µ (Trust Dimensions) = max1≤z≤243243∏
y=1

((
µOPN y,CONy,EXTy,AGRy,NEOy(O,C,ε,A,N)

)(
µabilityz,benevolencez,integrityz(a,b,i)

) ) (11)

µϕ (Trust worthiness) = max1≤v≤27[
27∏
v=1

((
µabilityv,benevolencev,integrityv(a,b,i)

) (
µx(x)

))]
(12)

Here x represents the domain of discourse for output,
provided the fuzzy sets and ’ are obtained as inputs
to layer-1 and layer-2 to calculate ϕ.

3) DE-FUZZIFIER
Fuzzy outputs are converted to receive their corresponding
single crisp values. Several methods of defuzzification are
available; defuzzifier can be implemented through some com-
mon techniques like max or mean-max membership princi-
ple, weighted average, centroid method. The current study
has utilized a centroid type of De-fuzzifier. Centroid defuzzi-
fier describes the transformation of the fuzzy output gen-
erated by the trustworthiness assessment inference engine
to frangible using analogous membership functionalities in
contrast to those used by the fuzzifier.

Defuzzifier maps the fuzzy set ϕ in eq.12 to a crisp point
ξ∗ for layer-1 and ξ∗∗ for layer-2. Defuzzifier specifies a
point in the output universe of discourse that gives the best
representation of the fuzzy set ϕ.

ξ∗ =

∫
µ ( )d∫
µ ( )d

(13)

The layer-2 output will then take the form:

ξ∗∗ =

∫
ϕµϕ(ϕ)dϕ∫
µϕ(ϕ)dϕ

(14)

Eq. (13) and (14) calculates the crisp output values for
the trustworthiness dimensions, provided the fuzzy set of
personality traits and trustworthiness of human collaborator
respectively.

4) FUZZY LOGIC SIMULATION AND RESULTS
Figure-3(a–f) represents the defuzzifier’s graphical represen-
tations of the proposed TAMFIS. Figure 4(a), depicts the
cognitive behavior to ability trustworthiness dimension con-
cerning conscientiousness and openness. Since it has been
observed that conscientiousness holds a direct relationship

with the ability of a human whereas more open the person
is lesser ability to hold the secret is observed. The pro-
posed trustworthiness assessment model, therefore, portrays
similar behavior as described in [46]. Similar trends have
been observed for the other two trustworthiness dimensions
(benevolence and integrity).

With rising levels of agreeableness and extroversion, a high
rise in benevolence can be seen in figure 4-b, whereas,
since the high value of openness descends human’s trust-
worthiness level, therefore, its presence in figure 4-c and 4-d
has irregular effects on overall trends of benevolence and
integrity. Since the personality traits are mutually related and
affect the trustworthiness dimensions and are seen to effects
the cognitive trust levels in a collective fashion. The pro-
posed model is found to exhibit similar behavior under these
considerations.

Trustworthiness dimensions have been found to influence
the overall trustworthiness perception of human collaborators
in a linear fashion. Whereas considering the three dimensions
are correlated to each other and influence trustworthiness
accordingly, Figure- 3(e) and 3(f) depict the effects of ability,
benevolence, and integrity on the trustworthiness of human
mate.

5) DEMPSTER SHAFER THEORY (DST) BASED
TRUSTWORTHINESS ASSESSMENT
Dempster–Shafer theory (DST) provides a general basis
for reasoning under uncertainty [55]–[57]. DST has a deep
underlying connectionwith probability theories in the context
of statistical inference. The technique used in [43] using
Dempster Shafer Theory is preowned here for the comparison
of results obtained in section 4.1 from proposed TAMFIS.
Accumulatively, there are eight influencing factors (open-
ness ‘‘O’’, conscientiousness ‘‘’’, extroversion ‘‘E’’, agree-
ableness ‘‘A’’, neuroticism ‘‘N’’, ability ‘‘a’’, benevolence
‘‘b’’ and integrity ‘‘i’’, serving as trustworthiness dimensions.
We assumed,

i. There are two agent’s artificial cognitive agent and a
human.

ii. An artificial cognitive agent is a trustor whereas a
human is a trustee.

iii. Artificial agent assesses human personality traits to
predict the trustworthiness of human mate thereby
developing a trust relationship.

DST application for trustworthiness assessment follows def-
initions leading to define belief intervals:
Def.-1: V, decrement frame is a set consist of{
D (dependence) , D̃(independence)} , we may write:

P (V ) =
{
ϕ, {D} ,

{
D̃
}
,
{
D, D̃

}}
(15)

Def.-2: mρt be the function for probability assignment
function from cognitive agent to human, is defined as,

mρτ : P (V )→ [0, 1] ,

Where mρτ = mρt ◦ mtτ
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FIGURE 3. Proposed rule surfaces of trustworthiness assessment.

We have, ρ = {O,C, ε,A,N} and t = {a,b,i}, τ =
trustworthiness

mρτ (∅) = 0;∑
w⊆P(V )

mρτ (w) = mρτ ({D})

+mρτ (
{
D̃
}
+ mρτ (

{
D, D̃

}
) = 1

where, mρt represents how trustworthy the human is per-
ceived by a cognitive agent.

Def.-3:Depρτ , dependence function is defined as, Depρτ :
P (V)→ [0, 1] ;

Depρτ ({D}) =
∑

w⊆D⊆P(V)

mρτ (w)

Def.-4: Plausibility function Plρτ : P (V) →

[0, 1] ;Plρτ (w) = 1− Depρτ (w̃) is given as:

Plρτ ({D}) = mρτ ({D})+mρτ
(
{D, D̃}

)
= 1− Depρτ (w̃)
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Plρτ ({D}) depicts the degree to which cognitive agent is
not independent of human, therefore interval for interdepen-
dence is

[
Depρτ ({D}) ,Plρτ ({D})

]
. Interdependence transfer

and interdependence clustering mechanism needed to associ-
ation pieces of evidence are derived here.

In the proposed system, trustworthiness (τ ) is assessed as a
composition of perceived personality traits (ρ) mapped onto
the trustworthiness dimensions (t). If the level of trustwor-
thiness τ depends on personality traits ρ is represented by
interdependence interval

[
Depρt ({D}) ,Plρt ({D})

]
and inter-

dependence interval
[
Deptτ ({D}) ,Pltτ ({D})

]
shows to what

extent trustworthiness depend on trustworthiness dimensions,
the principle of attenuation gives,

mρt ({D}) = mρt ({D})mρt ({D})mρt ({D}) (16)

mρt
({

D̃
})
= mρt

({
D̃
})

mρt
({

D̃
})

mρt
({

D̃
})

(17)

mtτ ({D}) = mtτ ({D})mtτ ({D})mtτ ({D}) (18)

mtτ

({
D̃
})
= mtτ

({
D̃
})

mtτ

({
D̃
})

mtτ

({
D̃
})

(19)

whereas Plausibility could be found out as:

Plρτ ({D}) = 1− Depρτ
({

D̃
})

= Plρt ({D})+ Pltτ ({D})

−Plρt ({D})Pltτ ({D}) (20)

The two independence sets of probability assignment mρ can
be combined as.
For the given five evidence, to support interdependence,

there are five intervals
[
Depγ ({D}) ,Plγ ({D})

]
, 1 ≤ γ ≤ 5

and their joint basic belief assignment

mρt = mO⊕m⊕mε⊕mA⊕mN (21)

Similarly for trustworthiness dimensions,

mtτ = ma⊕mb⊕mi (22)

and can be written as,

mρt (F) =

0, if F = φ
K

∑
∩Fi=F

∏
1≤i≤5

mi (F) , if F 6= φ (23)

mtτ
(
F′
)
=

0, if F′ = φ
K

∑
∩F′i=F′

∏
1≤i≤3

mi
(
F′
)
, if F′ 6= φ (24)

where F and F′ are the intersections of all the subsets, whereas
K−1 is normalized factor and

K−1 =
∑
∩Fi6=φ

m1(F1)m2(F2)m3(F3)m4(F4)m5(F5) (25)

Assuming ρ as evidences between agent and human that
support interdependence at interdependence intervals [0.60,
0.92], [0.60, 0.90], [0.60, 0.95], [0.65, 0.95] and [0.7, 0.85]
Clustering mechanism from evidences O’’ and ‘‘C’’ then
provides:

DepO ({D}) = 0.60; PlO ({D}) = 0.92

DepC ({D}) = 0.60; PlC ({D}) = 0.90

clustering mechanism gives in Eq. (24)

K−1 = 1− DepO ({D})− Depi ({D})

+DepO ({D})Pli ({D})

+Depi ({D})PlO ({D})K
−1
= 0.892

DepOC ({D}) = K[DepO ({D})PlC ({D})

+DepC ({D})PlO ({D})

−DepO ({D})DepC ({D})]

×DepOC ({D}) ≈ 0.821

PlOC ({D}) = KPlO ({D})PlC ({D}) ≈ 0.928

For ‘‘O’’ and ‘‘C’’, interdependence interval is [DepOC ({D}) ,
PlOC ({D})] = [0.821, 0.928]

Similarly ‘‘ε’’ and ‘‘A’’ evidences can also be combined
as:

Depε ({D}) = 0.60; Plε ({D}) = 0.92

DepA ({D}) = 0.65; PlA ({D}) = 0.95

Then

K−1 = 1− DepA ({D})− Depε ({D})

+Depε ({D})PlA ({D})

+DepA ({D})Plε ({D})K
−1
= 0.937

DepεA ({D}) = K[Depε ({D})PlA ({D})

+DepA ({D})Plε ({D})

−Depε ({D})DepA ({D})]

×DepεA ({D}) ≈ 0.851

PlεA ({D}) = KPlε ({D})PlA ({D}) ≈ 0.963

‘‘ε’’ and ‘‘A’’ have, therefore, the interdependence interval
[DepεA ({D}) ,PlεA ({D})] = [0.851, 0.963]

We have,

DepOC ({D}) = 0.821; PlOC ({D}) = 0.928

DepεA ({D}) = 0.851; PlεA ({D}) = 0.963

The combined effect of trustworthiness dimensions from
agent to human, [DepOCεA ({D}) ,PlOCεA ({D})] is calcu-
lated

K−1 = 1− DepOC ({D})− DepεA ({D})

+DepOC ({D})PlεA ({D})

+DepεA ({D})PlOC ({D})

DepOCεA ({D}) = K [DepOC ({D})PlεA ({D})

+DepεA ({D})PlOC ({D})

−DepOC ({D})DepεA ({D})]

DepOCεA ({D}) ≈ 0.971PlOCεA ({D}) = KPlOC ({D})

PlεA ({D}) ≈ 0.984[DepOCεA ({D}) ,PlOCεA ({D})]

= [0.971, 0.984]
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TABLE 3. Simulation results comparison table of TAMFIS with Dempster Shafer theory.
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Interdependence interval for personality traits are then cal-
culated combining the evidence N = [0.7, 0.95] to obtain,

[DepOCεAN ({D}) ,PlOCεAN ({D})] = [0.989, 0.992]

Interdependence interval for trustworthiness dimensions is
therefore [0.989, 0.992].

Personality traits interval is therefore calculated in eq. (27).
The impact of this interval upon human’s trustworthiness
assessment is then calculated by using join belief assignment
as mρτ = mρt⊕mtτ . Here mtτ is calculated according to [43].
The trustworthiness interval between agent and human is then
calculated as mρτ = [0.989, 0.992] for mtτ = [0.991, 0.993],
yielding trustworthiness interval as:

mρτ≈ [0.992, 0.994]

Table. 2 presents three trustworthiness assessment results
for five random cases (Highly Deceptive, Deceptive, Partially
Trustworthy, Trustworthy, and Very Trustworthy) with the
ones obtained from the model implemented through DST.
Estimation and comparison between resultant trustworthiness
intervals from DST with crisp values of proposed Trustwor-
thiness assessment model if performed. Both methods have
been found to support the assessment of trustworthiness to
high levels offering negligible difference.

V. CONCLUSION AND FUTURE WORK
The current research proposed a cognitive trustworthi-
ness assessment fuzzy-based model (TAMFIS) to build a
trust-based relationship between artificial cognitive agents
and humans. The proposed model is based on perceived
human personality traits. The model has utilized the person-
ality traits assessment model to improve the cognitive trust-
worthiness assessment capability of an artificial agent. The
system is therefore assumed to have a capability to identify
trustworthy and malicious collaborators based on his person-
ality traits even when it had limited or no previous interac-
tions. The proposed fuzzy-based trustworthiness assessment
model for an artificial agent can interact with its teammates
and estimate their trustworthiness to make autonomous deci-
sions about its actions. Further implementation for the pro-
posed model has been carried out through Dempster Shafer
Theory (DST). We have evaluated our proposed trustworthi-
ness assessment model using DST and the results are found
to be similar. Future implementation of the model is planned
through the LSTM recurrent network to predict human
trustworthiness.
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