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ABSTRACT Monitoring the border is a very important task for national security. Wireless sensor net-
works (WSN) appear well suited in this application. This work aims to monitor a large-scale geographical
framework that represents the borders of countries. Researchers take the Tunisian Algerian border as an
example. This border is labeled by the illegal passage of intruders between the two countries. The task
is to identify the intruders and study their kinematics based on speed, acceleration, and bearing. The
appropriate types of sensors are determined according to the nature of intruders. Six classification techniques
are compared which are: Naïve Bayes, Support Vector Machine (SVM), Multilayer Perceptron, Best First
Decision Tree (BF-Tree), Logistic Alternating Decision Tree (LAD-Tree), and J48. The comparison of the
performance of the classification techniques is provided in terms of correct differentiation rates, confusion
matrices, and the time taken to build each model. Four different levels of cross-validation are used to
validate the classifiers. The results indicate that J48 has achieved the highest correct classification rate with
a relatively low model-building time.

INDEX TERMS Border surveillance, classification, machine learning, sensing, wireless sensor networks.

I. INTRODUCTION
Monitoring of border areas can be realized withWSN. In fact,
due to the low cost, no maintenance convenience, absence
of complex equipment requirements, etc. . . , the WSN is very
suitable for monitoring in poor conditions or large area. The
users can avoid wiring, network maintenance difficulties,
waste of resources, etc.

Due to the speedy evolution of technology, wireless sen-
sor networks have emerged as a promising research plat-
form. A plethora of high-reliability fields such as health
condition monitoring [1], Surveillance System for Railway
Traffic [2], monitoring in secure assisted living internet of
things environments [3], machinery manufacturing [4], mine
safety monitoring requirements [5] are introducing the wire-
less sensor network. Besides, the recent growing emergence
of the internet of things (IoT) and the importance of posi-
tion in this context, has activated localization systems which
become an essential part of life. The most proposed local-
ization techniques for sensor networks use the geometric
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properties of the sensor network based on triangulation meth-
ods to deduce the locations of the sensors [6]–[10]. Another
approach based on machine learning was adopted by sev-
eral authors to resolve the localization problem. They work
directly on the natural (non-Euclidean) coordinate systems
provided by the sensor devices [11], [12]. One of the methods
used is classification. According to Nguyen et al. [13], the
localization problem can be modeled as a classification prob-
lem. They define a strategy based on three steps to achieve
the localization of the sensor nodes:

• Define a set of classes {C1, C2. . . }, where each class
Ci being a geographic region in the area of the sensor
network.

• Determine the Training Data that will be used as training
data for the classification procedure on class Ci . . .

• Finally, execute the classification procedure to obtain a
predictionmodel. Thismodel is used to estimate for each
given sensor node S and class Ci the membership of S in
class Ci

In this study, the region of interest in the general framework
is the border zone between neighboring countries, particu-
larly, researchers focus on the border area between Tunisia
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and Algeria as an example. This zone is labeled by the illegal
passage of intruders between both countries. In fact, this
borderline is a mountainous and forested area, and full of wild
animals (such as the fox, the wolf, the pigs. . . ) represents the
preferred path for those who want to penetrate and smuggle
from one country to another in an irregular way and especially
for terrorists.

The Investigations conducted by the border police on this
subject, as well as statistical information and military inter-
ventions on the ground, have shown that target people, who
take the Tunisian-Algerian border illegally, are generally car-
rying ferrous weapons, move frequently at night using torches
and they take animals for contraband purposes (ACP), such
as donkeys, as a means of transportation to smuggle weapons
and ammunition because of the difficulties of the geographi-
cal features of the area. Thus, the intruder object could be an
unarmed person, a person carrying aferrous weapon (soldier),
an ACP that transport some weapons, unarmed/armed person
that uses a torch at night (the detection of light emitted by the
torch will not be discussed in this paper).

Border surveillance based on wireless sensor networks can
be an appropriate solution. However, it is a very critical task
that requires some steps to accomplish its mission.

The remainder of this paper is structured as follows.
Section 2 is reserved to define the user’s requirements and
study the kinematics model of intruders based on speed,
acceleration, and bearing. Then, the authors study the sensing
phase by determining the appropriate type of sensors that
suits the nature of intruders, in section 3. In Section 4, a com-
parative study is conducted between six classification tech-
niques: Naïve Bayes, SVM, Multilayer Perceptron, BF Tree,
LAD Tree, and J48. The comparison of the performance of
the classification techniques is provided in terms of correct
differentiation rates, confusionmatrices, and the time taken to
build each model. Four different levels of cross-validation are
used to validate the classifiers. Finally, Section 5 concludes
the paper.

II. REQUIREMENTS AND PERFORMANCE METRICS
A. REQUIREMENTS
Based on the literature on border surveillance and intrusion
detection and some real-world applications like ‘‘Line in the
sand’’ [14], we set the following requirements:
• For detection phase: The deployed sensors must have a
correct high detection probability PD that will ensure a
better estimate of the target presence. However, the time
between target presence and its detection must be allow-
able latency TD.

• For the classification phase: we must use the right clas-
sification method based on some hypothesis can classify
each intruder in its correct category: this translates into
the confusion matrix (Section 4) that reflects the prob-
ability of classifying an intruder i into his good class i
(PCi,i) and vice versa (PCi,j).

• For the tracking phase: locating the intruder is the heart
of the monitoring application. Indeed tracking system

should give us the accurate coordinates (with acceptable
tolerance) of where the target has entered as well as its
current position, taking into account its speed and the
detection latency.

Table 1 summarizes the acceptable performance require-
ments based on the realistic military system in the field and
the state of the art.

TABLE 1. Performance requirements.

B. KINEMATIC MODEL
Our border monitoring focus on three targets classes:
unarmed person, a person wearing metal (Soldier) and an
ACP that transport a mass of ferrous.

In what follows, we study the kinematic movement models
of targets (Fig. 1.a-c).We assume that each intruder has a spe-
cific (uniform, normal) distribution for speed, acceleration,
and bearing.

The kinematics of an unarmed person results in a nor-
mally distributed speed (PS: N(5,1), Person speed (km/h))
and almost constant walking orientation (PB: N(0,1), Per-
son bearing (rad)), and uniform acceleration (PA: U[−1,1],
Person acceleration (m/s2)). An armed person is likely to
change direction frequently (SB: N(02), Soldier bearing
(rad)), walking, running (SA: U[−3,3], Soldier acceleration
(m/s2)), or even sometimes crawling. Therefore, the kinemat-
ics of a soldier are distinguished by a uniform distribution of
speed (SS: U[1,20], Soldier speed (km/h)) with obviously a
wider normally distribution bearing than an unarmed person.
As for the ACP which transport metals, their kinematics
are characterized by an almost constant direction (ACPB:
N(0, 1), ACP bearing (rad)) with a greater range of speed
(ACPS: U[1,23], ACP speed (km/h) / ACPA: U[−4, 4], ACP
acceleration (m/s2)).

III. SENSING
The sensing phase plays a very important role to build our
application to the desired standards. An ideal sensor should
have low power dissipation and cost with high sensitivity,
accuracy, and repeatability while being easy to use. Unfortu-
nately, it is almost impossible to bring all of these features into
one sensor andwe have to choose application-specific sensors
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FIGURE 1. a. Targets Speed motion distribution. b. Targets acceleration
motion distribution. c. Targets Bearing motion distribution.

in the design phase of WSNs. Based on the study [15] on the
design of the detection device, researchers can classify a sen-
sor according to several points of view: Power supply, output
type, and measurement properties. Below, the figures which
summarize these classifications, help us to choose right ones.

Other sensing principles used in WSNs are based on
Physical properties, Motion properties, Contact properties,
Presence, Biochemical, and Identification, are summarized
in [16]. Also, Table 2 summarizes the strengths and weak-
nesses of the sensors given each metric. We can select a set
of sensors for the detection phase according to the nature of
the considered intruders in our context.

FIGURE 2. Sensor classification: Power supply.

FIGURE 3. Sensor classification: type of sensor output.

FIGURE 4. Sensor classification: Measurement properties.

Some metrics are summarized by [14] as M1: Orientation
invariant,M2: No special packaging,M3: Reasonable signal
processing, M4: Established, M5: Long-Range, M6: No
line-of-sight,M7: Co-locatable andM8: Passive operation.
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TABLE 2. Sensors ranking by different metrics.

In each cell of Table 2, we write ‘OK’ for each type of
sensor operating in an energy domain and we write ‘NO’ in
the opposite case

To provide an example of a border surveillance scenario
(the north-west border of Tunisia with Algeria), the target
object may be an armed person, a person wearing a metal
tool (a soldier carrying an iron arm), or an ACP transporting
a mass of ferrous. From the results of Table (2), we can
model in general, the moving ferromagnetic object as a
magnetic dipole in motion. Therefore, magnetic sensors are
the most powerful and allow us to detect soldiers and ACP.
More precisely, we use a passive binary magnetic sensor:
a passive sensor because of the risk area deployment in
addition to the inability to provide a source of electrical
energy. Each node sends just one bit of information about the
presence or absence of a target in its sensing range. We don’t
need any computationally complex time-frequency domain
signal processing. As for the unarmed person who is not
detected, we choose the radar sensors.

IV. CLASSIFICATION
All classification simulations are made under the software
Weka3.8. Weka is free software composed of a set of classes
and algorithms written in Java. It implements the main data
mining algorithms and it can be installed on different operat-
ing systems such as versions for Unix and Windows [17].

Simulations on Weka can be done either through a user
interface or through the command line or also through the
use of classes provided inside Java programs.

Classification is a data mining algorithm that guides and
defines the way adopted to identify the correct class label
of a new data instance. Often, the classification procedure

FIGURE 5. Sensor Multi-Layer Perceptron Neural Network (MLPNN).

allocates a large percentage of the data as a training data
set and considers the remaining data for the testing phase.
In the context of this case study, the attribute’s data are the
acceleration, the speed, and the bearing. The objective of
the classification model is to predict the correct class label
(person, soldier, ACP carrying a mass of iron). We apply 6
classification schemes and we make comparisons between
them: Naïve Bayes, Support Vector Machine (SVM), Mul-
tilayer Perceptron, BF Tree, LAD Tree, and j48. We use
4500 instances, 4 attributes speed, acceleration, bearing, and
intruder.

A. NAÏVE BAYES
A Naive Bayesian classifier is a supervised machine learning
algorithm. It is based on a simple assumption of indepen-
dence between all pairs of variables. It is used in many
applications such as text classification: in [18], the authors
sought to improve the Naive Bayes by proposing an auxiliary
feature method and then adjust the corresponding conditional
probability in order to improve classification accuracy. Also,
N. F. Rusland et al. [19] test the Naïve Bayes algorithm for
e-mail spam filtering on two datasets. They proved that the
type of email and the number of instances of the dataset
influences the performance of Naïve Bayes. Numerous other
applications that make Naïve Bayes a distinguished and pre-
ferred algorithm among machine learning tools: [20] for
Banking and Insurance Domain, [21] for Healthcare Appli-
cations, etc. . .

In this context, the classification problem amounts to esti-
mating the probability of each class of intruders Ci (i =
Unarmed person, a soldier, an ACP carrying an iron) knowing
a vector of characteristics F (speed, acceleration, bearing).

Applying Bayes’ theorem gives us:

P (ci |F) =
P (ci)P(F |ci)

P(F)
(1)

VOLUME 9, 2021 72287



M. Othmani et al.: Border Trespasser Classification Using Artificial Intelligence

FIGURE 6. Best first decision tree.

By applying the hypothesis of independence between the
variables, we obtain:

P (ci |F) = P (ci)
∏

fi∈F
P(f i|ci) (2)

The objective is to select the class with the highest probability,
knowing the given feature vector. Therefore, the estimated
class (c) is the one that maximizes the conditional probability,
hence:

P (ci |F)= argmax
ci

P (ci)
∏

fi∈F
P(fi|ci) (3)

B. SUPPORT VECTOR MACHINE (SVM)
A Support Vector Machine (SVM) is a supervised machine
learning algorithm, proposed early in the 1990s [22] (Hsu,
2008), that can be employed for both classification and
regression purposes. SVMs are more commonly used in
classification problems. The decision function to solve the
classification of two-class SVM problem is:

f (R) = wTR+ b (4)

FIGURE 7. Logistic alternating decision tree.

where R and b are the parameters to estimate.
SVM attracts exceptional attention for its ability to easily

adapt to multi-class environments, in which data is not lin-
early separable. Indeed, the need for a multi-label classifica-
tion has given rise tomulti-classes SVM. The attractive aspect
of SVMs is introducing the kernel functions which transform
the nonlinearly separable case in low dimensional space into
the linearly separable one in the higher dimensional space.
There are several types of kernels in common use, but not
limited to linear kernel, Gaussian kernel, radial base func-
tion (RBF) kernel, polynomial kernel, etc.

C. MULTILAYER PERCEPTRON
By default, the Weka environment uses the back-propagation
to learn the multilayer perceptron neural network. The acti-
vation function for all the nodes are sigmoid with a parameter
k > 0:

σk (x)=
exp(kx)

(exp (kx)+1)
=

1
1+ exp(−kx)

(5)
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Back-propagation is part of the error correction learning
rule for multilayer networks. Discovered in the early 80s by
Rumelhart andMc Clelland, the purpose of back-propagation
is to partition the responsibility for the error on a multilayer
network. The literature shows that neural networks and in
particular back-propagation have been remarkably successful
in several fields of application. As a mention, but not limited
to, the authors [23] proposed a new method for locating
nodes with back-propagating neural networks (BP-NN) in
order to reduce the localization accuracy problem of the
Wireless Sensor Network (WSN). Also in the health sec-
tor, the authors [24] have used BP-NN as a classification
tool for the segregation of mammography into abnormal and
normal.

In a backward propagation network, activation moves for-
ward through the network from one level to the next. Error
propagation goes backward in a similar fashion. The network
can calculate the error of the output units just like a simple
single-layer network. The error of a neuron at level n is a
function of the errors of all neurons at level n + 1 which use
its output.

For retro propagation networks, a linear input threshold
function is not used, but rather a sigmoidal activation func-
tion. So the main idea of the back-propagation algorithm is
based on two steps: calculate the network error for the first
time and then try to minimize it. This method has shown
positive results in several problems, however, the major
inconvenience is that the convergence takes a long time
and that each step requires the calculation over the whole
training set.

D. BEST-FIRST DECISION TREES (BFTree) & LOGISTIC
ALTERNATING DECISION TREE (LADTree)
Among the most popular classification techniques, we can
find decision tree learning: it is distinguished by its speed
and acceptable performance. The reading of a decision tree
is done on two main axes: the internal nodes represent the
choice between the alternatives, while the leaf nodes mark a
classification.

The standard decision tree classification process is trig-
gered by placing a root node (in our case: person, soldier,
ACP) then we divide the learning instances into as many
subsets as branches extending from the root node. This step is
repeated for a chosen branch. Generally, we use a fixed order,
from left to right, to develop the nodes. In return, to do this,
the BFTree method adopts the best order (The ‘‘best’’ in the
sense of the node which minimizes the impurities among all
the nodes available for the division).

Decision trees are simple classifiers to implement and to
understand. On the other hand, they are distinguished by a
lower accuracy performance than other classifiers. To over-
come this drawback, a reinforcement strategy was adopted.
Hence the birth of the alternate decision tree (ADTree): a
classifier that combines a boosting algorithm and a decision
tree. To increase the applicability of ADTree, the authors
propose in [25] a new algorithm - multivariate ADTree.

FIGURE 8. Knowledge Flow for J48.

It presents and discusses its different variants (Fisher’s
ADTree, Sparse ADTree, and Regularized Logistic ADTree).
To induce ADTree, we apply a logistic boosting algorithm
to it, which gives birth to a new variety: LADTree. The
LADTree classifier generates a multi-class alternating deci-
sion tree [26]. At each iteration, a single attribute is chosen
as a separator node. The results of each learning instance are
stored by class. Then, the finalmodel is the result of the fusion
of all the trees relating to the different classes.

E. J48
J48 is a univariate decision tree, it is an extension of the
ID3 algorithm and creates a small tree used for classifi-
cation [27]. It uses the divide and conquer approach to
grow decision trees [28]. Besides and to reduce classification
errors, the J48 algorithm is characterized by the use of an
improved tree pruning technique. In fact, because of outliers,
and possible over-adjustment, pruning represents an essen-
tial recourse in the creation of trees. Figure 8 presents the
knowledge Flow for the J48 Algorithm: it offers a data-flow
inspired interface with some features as process data in
batches or incrementally, process multiple batches or streams
in parallel, view models produced by classifiers for each fold
in cross-validation, etc. . .

The basic algorithm to construct the J48 decision tree takes
the following steps [29].
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FIGURE 9. J48 Tree.

Step 1: Calculate the Entropy of the training set S:

E (S) = −
∑C

i=1
Pi log2 Pi (6)

where C is the number of classes, and Pi is the probability of
randomly picking an element of class i. In general, entropy
can be considered as the degree of variance of the data.
Step 2: Now, to quantify the quality of a split, we calculate

the Information Gain X(S) for test attribute X to partition.

Information GainX (S)= E (S)−
∑M

i=1

|Si|
|S|

E(Si) (7)

where Si is a subset of S corresponding to ith output. M is the
number of branches (subsets).∑M

i=1 PiE (Si) determine the quality of the split by weighting
the entropy of each branch by how many elements it has.
Authors can interpret that Information Gain reflects how
much entropy they removed. So, the Information Gain is
calculated for a split by subtracting the weighted entropies of
each branch from the original entropy. The best split is chosen

TABLE 3. Classifiers evaluation summary: 5 fold cross-validation.

by maximizing Information Gain and then will be selected as
the threshold.

In case the instances belong to the same class, the tree
represents a leaf.
Step 3: In this step, we calculate the partition information

value Split Info(X):

SplitInfo (X) = −
∑M

i=1
[
|Si|
|S|

log2
|Si|
|S|
+(1−

|Si|
|S|

)

× log2

(
1−
|Si|
|S|

)
] (8)

Step 4: Calculate the Gain Ratio(X):

Gain Ratio (X)=
Information Gain(S)

Split Info(X)
(9)

Step 5: The election of the root node is won by the attribute
with the highest gain ratio. For each intermediate node, step 1
to step 4 will be repeated until all instances are exhausted and
reach the leaf node according to step 2.

F. METRICS
Any classifier could have an error rate and it may fail to
categorize correctly. Classification accuracy is calculated as
correctly classified instances divided by the Total number of
instances multiplied by 100.

In statistics, Mean Absolute Error (MAE) is a measure
of the difference between two continuous variables. If we
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TABLE 4. Classifiers evaluation summary: 10 fold cross-validation.

assume that X and Y are variables that express the same
phenomenon. Mean Absolute Error (MAE) is the measure
of the average vertical (or horizontal) distance between each
point and the identity line.

The Mean Absolute Error is given by:

MAE =

∑n
i=1 |yi − xi|

n
=

∑n
i=1 |ei|
n

(10)

TheRootMean Square Error (RMSE): is just the square
root of MSE. The square root is introduced to make a scale
of the errors to be the same as the scale of targets.

RMSE =

√
1
N

∑N

i=1
(yi − xi)2 = MSE (11)

Themeasurement of RMSE is frequently used to determine
the difference between the values predicted by a model and
the observed values.

The Relative Absolute Error (RAE) is used in machine
learning and data mining to determine the performance of a
given predictive model. Thus, the relative absolute error takes
the total absolute error and normalizes it by dividing by the
total absolute error of the simple predictor.

Mathematically, the Relative Absolute Error Ei of an indi-
vidual program i is evaluated by the equation:

Ei =

∑n
j=1

∣∣P(ij) − Tj∣∣∑n
j=1

∣∣Tj − T̄ ∣∣ (12)

TABLE 5. Classifiers evaluation summary: 15 fold cross-validation.

TABLE 6. Classifiers evaluation summary: 20 fold cross-validation.

where P(ij) is the value predicted by the individual program i
for sample case j (out of n sample cases); Tj is the target value
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TABLE 7. Evaluation summary on training set.

TABLE 8. Cost matrix.

for sample case j; and T̄ is given by the formula:

T̄ =
1
n

∑n

j=1
Tj (13)

A Confusion Matrix, Also known as an error matrix,
recaps the performance of a classification model by given the
count of instances in a predicted class for each instance in an
actual class.

G. RESULTS AND DISCUSSION
Based on all the training dataset and the different cross-
validation folds (validation 5, 10, 15, and 20), authors can

FIGURE 10. Naïve Bayesian Confusion matrix with 15 fold
cross-validation.

FIGURE 11. SVM Confusion matrix with 15 fold cross-validation.

carry out a global analysis of the evaluation of the differ-
ent classifiers (Naïve Bayes, SVM, Multilayer Perceptron,
BF Tree, LAD Tree, and J48): Tables 3-7.

In light of the results of these tables, researchers can deduce
the performance comparisons of the classifiers in terms of
correctly classified instances versus incorrectly classified
instances, mean absolute error versus mean squared error,
relative absolute error versus relative squared error root, and
the time required to build the model.

Naïve Bayes is the fastest approach in terms of model
building time: the values collected are 0.01 s, 0.03 s, 0.01 s,
and 0.01 s for 5, 10, 15, and 20 cross-validations respec-
tively, compared to times ranging from 0.05 s to 0.06s
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FIGURE 12. MLP Confusion matrix with 15 fold cross-validation.

FIGURE 13. BF-Tree Confusion matrix with 15 fold cross-validation.

for J-48. However, over the entire cross-validation (5, 10,
15, 20), the J48 classifier always had the highest percent-
age of correctly classified instances (87.444%, 87.444%,
88.022%, 87.778%). J48 is the best algorithm in terms of
accuracy. Also, we observe, that 15 fold cross-validation
is the adequate way to get these best performances. In the
training set, BF Tree has the best correctly classified
instance rate, but it takes more time (0.53 s) to build a
model than Naïve Bayes or J48 which have respectively
(0.01 s, 0.06 s).

Another way to evaluate the quality of the output of a
classifier is the confusion matrix: A confusion matrix is a
technique for summarizing the performance of a classifica-
tion algorithm. It can show a better idea of what our classi-
fication model is getting right and what types of errors it is
making.

FIGURE 14. LAD-Tree Confusion matrix with 15 fold cross-validation.

FIGURE 15. J48 Confusion matrix with 15 fold cross-validation.

The comparison of the confusion matrices for different test
modes is given in the following figures: Fig. 10-15.

Based on:
• True Positive (TP) = event values are correctly pre-
dicted.

• True Negative (TN) = no-event values are correctly
predicted.

• False Positive (FP) = event values are incorrectly pre-
dicted.

• False Negative (FN) = no-event values are incorrectly
predicted.

We can deduce the following criteria:
• The Recall (True Positive Rate (TPR)):

TPR =
TP

TP+ FN
(14)

VOLUME 9, 2021 72293



M. Othmani et al.: Border Trespasser Classification Using Artificial Intelligence

TABLE 9. Cost / Benefit Analysis For class Person (Minimize Cost / Benefit).

• The precision (positive predictive value (PPV)):

PPV =
TP

TP+ FP
(15)

• The accuracy (ACC):

ACC =
TP+ TN

TP+ TN + FP+ FN
(16)

The analysis of the confusion matrices relating to the dif-
ferent classification approaches (Naïve Bayes, SVM, Multi-
layer Perceptron, BF Tree, LAD Tree, and J48), shows that
the best overall accuracy with a rate equal to 88.022% is on
the side of the J48 algorithm.

How can we interpret the result of false positive and false
negative through the confusion matrices? Everyone agrees
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TABLE 10. Cost / Benefit Analysis For class Soldier (Minimize Cost / Benefit).

that the presence of imbalanced classification is an unavoid-
able aspect of data mining practice.

For example, in the medical diagnosis of certain disease
such as coronavirus 19, if we consider a positive class for
every infected person and a negative class for every other
healthy person, then classifying a patient as healthy when
he/she is really sick (False negative) is much more serious

and dangerous than the reverse case, i.e. classifying a person
as sick when he/she is healthy (false positive): In the first
case, the personwho is really sickwill infect hundreds or even
thousands of people, while in the second case the misclassifi-
cation will be rectified after further tests or after the person’s
stable state. By analogy with this example and going back to
the context of our application, it is better to identify the right
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TABLE 11. Cost / Benefit Analysis For class ACP (Minimize Cost / Benefit).

person (minority class) as intruders and follow up with them,
than to honor the wrongly classified intruders.

The problem of imbalanced classification (misclassifica-
tion) has been one of the factors in the emergence of a
relatively new research topic in the field of machine learning
under the name of ‘‘cost-sensitive learning’’ [30]. It con-
sists of associating a ‘‘cost’’ penalty to an incorrect predic-
tion and then trying to minimize the cost of a model on

the learning dataset. This leads to cost-sensitive machine
learning.

The misclassification cost can be described by a matrix
called cost matrix C = (Ci|j)nn
Where Ci|j indicates the cost due to misclassifying an

instance I as class j. n represents the number of classes.
In the appendix, we take as an example the J48 algorithm

and we present its cost matrix, the values of cost, gain,
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the percentage of target (recall), score threshold as well as
the threshold curve and the Cost/Benefit Curve.

Independently of the classification approach adopted,
researchers observed that the ambiguity (relatively differ-
ent between the algorithms) of classification is essentially
focused between a soldier and an ACP carrying a mass of
iron. This leads us to reflect on an additional metric that plays
the role of a decisive factor of discrimination between these
two classes and minimizes the misclassification. This factor
is the density (ρ) of the sensors to be deployed, otherwise
what is the necessary number of sensors to detect an intruder.
In [14], [31], the authors treat this idea. Indeed if we suppose
that a target has a radius of influence that varies between
rmin and rmax, then we can deduce the target influence area:
Amin = π rmin2 and Amax = πrmax2 and by, therefore,
the number (n) of sensors required to deploy in this area
belongs to the interval [nmin = ρAmin, nmax = ρAmax].
On his part, Sami et al. [32] consider in their research,
a distributed detection in a clustered wireless sensor network
deployed randomly in a large field. Results obtained showed
that as the number of clusters increases, the performance
rapidly reaches the Chair-Varshney benchmark for fixed SNs
deployment intensity. In other words, optimal detection can
be achieved by forming more clusters in the network, in con-
trast to adding more sensor nodes to it.

V. CONCLUSION
In this paper, researchers have placed in the context of a
monitoring application of the borderline between Tunisia and
Algeria. The investigations were conducted by the border
police on this subject, helped us to distinguish the nature of
the intruders namely, a person, an armed person (soldier),
and an ACP carrying a large mass of iron weapons. Then we
carried out the kinetic study of these intruders, followed by a
study on the nature of the sensors to be deployed for good
detection. Finally, a comparative study was made between
six classification approaches. The results obtained show the
superiority of the J48 algorithm. It still remains that to find the
best strategy to adopt for effective detection: Fix a density of
deployment for our area of interest or choose the distributed
detection in a clustered WSN.

APPENDIX
See Tables 9–11.
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