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ABSTRACT This paper aims to propose a new type of neural network which is the self-organizing
double function-link brain emotional learning controller (SO-DFL-BELC) for multiple input multiple output
(MIMO) nonlinear systems. The proposed controller is a newly designed neural network containing the key
mechanism of a typical brain emotional learning controller (BELC), which is a mathematical model that
approximates the judgmental and emotional activity of a brain, in which it is combined with some additional
functions and methods. Firstly, a double function-link (DFL) network is applied to expand the function for
a BELC to improve the accuracy of the system weights. Secondly, the self-organizing mechanism is utilized
to increase or decrease the number of neurons that possibly supports the main controller to adapt to the
sharp change of the input and to reduce the computation time significantly. Thirdly, the learning rules of
the SO-DFL-BELC are developed based on the gradient descent algorithm and sliding surface. Finally, all
parameters of the system can be optimized. The proposed SO-DFL-BELC is applied to control two different
MIMO nonlinear systems that are a 4D chaotic system and a four-tank system. The simulation results show
the favorable control performance of the proposed control algorithm.

INDEX TERMS Brain emotional learning controller, function-link, self-organizing mechanism, sliding
surface, 4D chaotic system, four-tank system.

I. INTRODUCTION
For dealing with system uncertainty, many disturbance
observers-based control approaches have also been widely
researched such as extended-state-observer-based output
feedback backstepping control of hydraulic actuators with
valve dynamics compensation [1], extended-state-observer-
based adaptive control of electrohydraulic servomechanisms
without velocity measurement [2], and an output feedback
approach for time-varying input delay compensation for
nonlinear systems with additive disturbance [3]. In recent
years, in order to deal with complex computational problems,
there is the increasing use of methods that are inspired by
the structure of the human brain. Brain emotional learning
controller (BELC) or brain emotional learning-based intelli-
gent controller (BELBIC) is one of thosemethods. The idea is
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based on the research of Moren, Balkenius, and LeDoux that
shows some parts of the brain produce emotion signals in the
amygdala cortex and the orbitofrontal cortex [4]–[8]. From all
of those studies, the structure of a BELCwas built and utilized
to control various systems such as doubly fed induction gen-
erator systems [9], omni-directional three-wheel robots [10],
interior permanent-magnet synchronous motor drives [11],
encoderless synchronous reluctance motor drives [12], etc.
In this paper, the structure of BELC is modified using some
efficient methods outlined below to improve its efficiency.

For neural networks, using a function-link network is an
effective method for function approximation in order to get
quick convergence speed and reduce the system error [13],
and it is widely included in different types of neural networks
and to control a great variety of systems [14], [15]. This
paper proposes the design to apply function-link networks to
a BELC. Since the BELC is a special type of neural network
that has two independent networks, there is a requirement
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of two separate function-link systems [16]. It is called as a
double function-link (DFL) network.

Beside the DFL network, the novel structure of the pro-
posed controller includes the self-organizing (SO) mecha-
nism, which is also a potential technique to improve the
quality of neural networks [17], [18]. The aim of the SO
mechanism is to evaluate the important index of each neuron,
thus the ability of structure of BELC can be learned when
the old unimportant neurons are deleted or the new neurons
are generated. By this way, noticeable computation time is
saved and also the controller can adapt to the large variation
of inputs.

For the original BELC, only weights are updated overtime.
However, the proposed SO-DFL-BELC has a new point that
is the updating rules for all means, variances, and weights
which are built based on sliding surface [19] and the gradient
descent algorithm [20]. Hence, the controller can learn more
efficiently and completely.

In order to illustrate the effectiveness of the SO-DFL-
BELC, it is used to control a 4D chaotic system. The first dis-
covery of a chaotic systemwas in 1963, with the pioneer work
of Lorenz, that it led to the famous chaos theory [21]. So far,
the chaotic systems have attracted a great deal of attention
from numerous scientists because of their application to vari-
ous fields such as image encryption schemes [22], [23], com-
munication systems [24], [25] or chaotic circuits [26], [27].
Therefore, this study uses the 4D chaotic system to test the
effectiveness of the SO-DFL-BELC.

Beside the 4D chaotic system, the SO-DFL-BELC is also
designed to control a four-tank system [28], [29] The four
tank system is widely used to evaluate the control system
design because it includes several interesting properties such
as it is the nonlinear systems and its subsystems can affect
each other [30].

In conclusion, this paper proposes a new type of neu-
ral network, which is SO-DFL-BELC, for MIMO system.
The structure of the SO-DFL-BELC is the combination of the
BELC with the SO mechanism and the DFL network. The
updating rules of the SO-DFL-BELC are built based on
sliding surface for all means, variances, and weights. The
SO-DFL-BELC is utilized to control a 4D chaotic system and
a four-tank system to illustrate its effectiveness. Comparisons
between the SO-DFL-BELC and some different controllers
show that the SO-DFL-BELC achieves better performance
and smaller root mean square error (RMSE) than other
controllers.

II. PROBLEM FORMULATION
A class of MIMO nonlinear systems is described by the
following equation:

x(n)1 = f1 + g1u1 + β1
x(n)2 = f2 + g2u2 + β2

. . .

x(n)γ = fγ + gγ uγ + βγ
. . .

x(n)N = fN + gNuN + βn

(1)

where N is the number of the system outputs and also
the number of the control signals; x1, x2, . . . , xN and
u1, u2, . . . , uN denote the system outputs and the control
signals, respectively; f1, f2, . . . , fN and g1, g2, . . . , gN are
the smooth nonlinear functions which are exactly known;
β1, β2, . . . , βN are the lumped unknown uncertainties.
The γ -th ideal controller can be designed as:

u∗γ = g−1γ
[
x∗(n)γ − fγ − βγ + αγ 1x̃(n−1)γ + αγ 2x̃(n−2)γ

+ . . .+ αγ nx̃γ
]

(2)

x∗(n)γ + αγ 1x̃(n−1)γ + αγ 2x̃(n−2)γ + . . .

+αγ nx̃γ = fγ + gγ u∗γ + βγ (3)

where αγ 1, αγ 2, . . . , αγ n are the gains that correspond to the
coefficients of a Hurwitz polynomial; x∗γ is the γ -th ideal
system output; x̃γ is the error between the γ -th ideal system
output x∗γ and the γ -th actual system output xγ :

x̃γ = x∗γ − xγ (4)

The error between the γ -th ideal controller u∗γ and the γ -th
actual controller uγ is defined as:

ũγ = u∗γ − uγ (5)

Define the γ -th sliding surface as:

sγ = x̃(n)γ + αγ 1x̃
(n−1)
γ + . . .+ αγ nx̃γ (6)

Subtracting the γ -th equation of (1) from (3), it is obtained
as:

x̃(n)γ + αγ 1x̃
(n−1)
γ + . . .+ αγ nx̃γ = gγ

(
u∗γ − uγ

)
(7)

sγ = gγ ũγ (8)

If the γ -th ideal controller is achieved uγ = u∗γ , or ũγ = 0,
(8) is equivalent to

sγ = 0 (9)

It implies that:

lim
t→∞

x̃γ = 0 (10)

However, it is difficult to achieve the ideal controller u∗γ
because it is depended on the lumped uncertainty βγ that can-
not be measured or calculated. Thus, the proposed SO-DFL-
BELC is designed to control the MIMO nonlinear systems
in (1), which is expressed in detail in the following sections.

III. DESIGN THE SELF-ORGANIZING DOUBLE
FUNCTION-LINK BRAIN EMOTIONAL
LEARNING CONTROLLER
As mentioned above, the structure of the SO-DFL-BELC is
actually the combination of the BELC with the DFL network
and the SO mechanism. The architecture of the SO-DFL-
BELC is present as follows:
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FIGURE 1. The architecture of the BELC.

A. THE BRAIN EMOTIONAL LEARNING CONTROLLER
The original BELC includes four main parts, which
are the input space, the amygdala channel (AC) space,
the orbitofrontal channel (OC) space, and the output
space [10], [11], [16]:
â The input space:
The input of a BELC network is a continuous multi-

dimensional signal. A given input signal is presented as (11),
where NI is the input dimension. The output of input space is
sent directly to the AC and OC in a synchronous way.

i =
[
i1, i2, . . . , iNI

]T (11)

â The amygdala channel space:
The AC is built based on the amygdala, which is the

emotional part of the brain. In that space, firstly, the outputs of
input space are mapped using Gaussian membership function
for smooth transition as (12). Then, the output of the AC is the
sum of all products of each output of the Gaussian function
above with an amygdala weight as (13).

ϕaijγ = exp

[
−

(
ii − maijγ

)2
v2aijγ

]
(12)

aγ =
NI∑
i=1

NE∑
j=1

waijγ ϕaijγ (13)

for i = 1, 2, . . . ,NI , j = 1, 2, . . . ,NE , and γ = 1, 2, . . . ,No,
where NE is the number of the neurons for each input, NO is
the number of the outputs of the controller, maijγ , vaijγ ,waijγ

are the mean parameter, the variance parameter and the
weight parameter of AC, respectively.
â Orbitofrontal channel space:
Unlike the AC, the idea of OC is based on cognitive process

to make a decision. However, the OC structure is nearly the
same with the AC structure. It also uses the Gaussian mem-
bership function for smooth transition as (14) and calculates
the output as (15):

ϕoijγ = exp

[
−

(
ii − moijγ

)2
v2oijγ

]
(14)

oγ =
NI∑
i=1

NE∑
j=1

woijγ ϕoijγ (15)

for i = 1, 2, . . . ,NI , j = 1, 2, . . . ,NE , and γ = 1, 2, . . . ,No.
moijγ , voijγ ,woijγ are the mean parameter, the variance
parameter and the weight parameter of OC, respectively.
â The output space:
From the output of AC andOC, the outputs of the controller

are formulated as:

uγ = aγ − oγ (16)

for γ = 1, 2, . . . ,No.

B. THE DOUBLE FUNCTION-LINK NETWORK
The DFL network is used to expand the functions
for a BELC to improve the accuracy of the func-
tion approximation [14]–[17]. Fig. 2 illustrates how to
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FIGURE 2. The DFL network using for the BELC.

apply the double function-link network to the BELC.
It is clear that the weights of the BELC are depended
on the functions of the inputs. The functions can be
chosen by the sine and cosine functions as F =[
1, i1, sin (i1) , cos (i1) , i2, sin (i2) , cos (i2) , . . . ,FNF

]
[15].

Since the BELC has two different kinds of weights, which are
the ones of the AC and the ones of the OC, hence there are the
requirement of two function links. It is called as the double
function link network. The outputs of the DFL network,
which are also the weights of the BELC, are computed as:

waijγ =
NF∑
k=1

qaijkγFk (17)

woijγ =
NF∑
k=1

qoijkγFk (18)

for i = 1, 2, . . . ,NI , j = 1, 2, . . . ,NE , and γ = 1, 2, . . . ,No,
where NF is the number of expanded functions, qaijkγ and
qoijkγ are the connecting weights of the DFL network for AC
and OC, respectively.

C. THE SELF-ORGANIZING MECHANISM
In addition to the DFL network, the SO mechanism is also an
effective method for neural networks to achieve a favorable
performance. The key idea of the SO mechanism is to receive
the information from all of the neurons overtime, and then
it will evaluate when all of the neurons are not effective
enough, so a new neuron should be generated, or when
one of the old neurons are unnecessary, hence it should be
deleted.

1) NEURON DECREASING PROCESS
Figure 3 presents the neuron decreasing process of the SO
mechanism, which aims to delete the unnecessary neurons.

Step 1: Each neuron ϕaijγ or ϕoijγ is marked with an index
Iaijγ or Ioijγ evaluating the importance of that neuron.

FIGURE 3. The neuron decreasing process.
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Step 2: At each time t , that index is updated based on the
value of ϕεijγ . It is clear that if the value of ϕεijγ is small
and less than a threshold Td1, it has little meaning, thus the
index of it Iεijγ should be decreased. The smaller the value
of ϕεijγ is, the faster its index is reduced to zero, and vice
versa. Otherwise, if the value of ϕεijγ is large enough and
bigger than that threshold Td1, which means that neuron has a
great significance, the index belonging to it will be increased
to one. Similarly, the bigger the value of ϕεijγ is, the more
quickly its index raises to one, and vice versa.

Step 3: Also at each time t , if the index Iεijγ becomes
lower than a threshold Td2, it means that Iεijγ describing the
importance of the node ϕεijγ is decreased again and again for
a long time, so the neuron and its related weight will be clear
immediately.

The updating rule of index Iεijγ is presented as:

Iεijγ (t+ 1) = Iεijγ (t) exp
(
−
1− ϕεijγ
τ1

)
if ϕεijγ < Td1

(19)

Iεijγ (t+ 1) = Iεijγ (t)
{
2− exp

[
−
ϕεijγ (1− Iεijγ (t))

τ2

]}
if ϕεijγ ≥ Td1 (20)

for i = 1, 2, . . . ,NI , j = 1, 2, . . . ,NE , and γ = 1, 2, . . . ,No,
where ε is a for AC or o for OC.

2) NEURON INCREASING PROCESS
Beside the neuron decreasing process, there is also the
increasing process to generate new neurons. This process
works based on the calculation of all of the neurons to check
themaximumvalue of them. If that maximumvalue is smaller
than a threshold Ti, it indicates that all of the current neurons
are not sensitive to the current input data, in other words,
the current neurons are all ineffective. Therefore, a new neu-
ron corresponding to the input data should be generated at
that time. By that way, the neuron network can be adapted
to the input data, though the input data probably has a sharp
change overtime. The process of neuron increasing is illus-
trated in Fig. 4 and the rules to add a new neuron of are shown
as (21)-(25):

mγ εi = [mγ εi; ii] (21)

vγ εi = [vγ εi; v̄γ εi] (22)

ϕγ εi = [ϕγ εi; 1] (23)

qγ εi = [qγ εi;A] (24)

Iγ εi = [Iγ εi; 1] (25)

for i = 1, 2, . . . ,NI and γ = 1, 2, . . . ,No, where ε is a
for AC or o for OC, [O; o] means to add a new element o
into O if O is a vector or to add a new column into O if
O is a matrix, mεiγ =

[
mεi1γ ,mεi2γ , . . . ,mεiNEγ

]
, vεiγ =[

vεi1γ , vεi2γ , . . . , vεiNEγ
]
, ϕεiγ =

[
ϕεi1γ , ϕεi2γ , . . . , ϕεiNEγ

]
,

FIGURE 4. Neuron increasing process.

Iεiγ =
[
Iεi1γ , Iεi2γ , . . . , IεiNEγ

]
,

qεiγ =


qεi11γ qεi12γ · · · qεi1NFγ
qεi21γ qεi22γ . . . qεi2NFγ
...

...
. . .

...

qεiNE1γ qεiNE2γ · · · qεiNENFγ

 ,
v̄εiγ is the average value of vεiγ , A = [0 0 . . . 0]︸ ︷︷ ︸

NF number 0

.

D. UPDATING RULES OF THE SO-DFL-BELC
1) UPDATING RULES FOR THE WEIGHTS
The updating rules of the weights of the SO-DFL-BELC are
determined as:

dqγ = cqγ uγ + bqγ sγ (26)

1qaijkγ = αaFkϕaijγmax(0, dqγ − aγ ) (27)

1qoijkγ = αoFkγ ϕoijγ (uγ − dqγ ) (28)

for i = 1, 2, . . . ,NI , j = 1, 2, . . . ,NE , k = 1, 2, . . . ,NF , and
γ = 1, 2, . . . ,No, where dqγ is called as the reward function,
reward signal or objective function [31]–[33], bqγ and cqγ
are the positive gains, αa and αo are the learning rates of the
weight parameters of AC and OC, respectively.

Normally, the reward function dqγ is chosen as the sum of
the control signal uγ and a function of the error of the system
x̃γ [31], [32]. Since the sliding surface sγ is also a function
of x̃γ as (8), this paper proposes a novel reward function dqγ
as (26).

2) UPDATING RULES FOR THE MEANS AND THE VARIANCES
The updating rules of the means and the variances of the SO-
DFL-BELC are built based on the gradient descent algorithm.
The cost function Eγ is chosen as:

Eγ =
1
2
s2γ (29)

for γ = 1, 2, . . . ,No.
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There are two reasons why the cost function Eγ is chosen
as (29). The first reason is that the aim of the gradient descent
is to minimize the cost function Eγ . It means that the cost
function Eγ here will be decreased to approximately zero,
that makes the sliding surface sγ come to nearly zero, too.
It implies x̃γ = 0 as presented above. The second reason is
that it is easier to compute the derivative of the cost function
Eγ with respect to the means and variances of the SO-DFL-
BELC than when choosing the cost function as Eγ = 1

2 x̃
2
γ .

It is based on the dynamic equation (8) that it is possible
to calculate the derivative of sγ with respect to ũγ . Also,
the derivative of Eγ with respect to sγ , the derivative of ũγ
with respect to uγ , and the derivative of uγ with respect to the
means and variances of the SO-DFL-BELC can be calculated.
Hence, the updating rules are given as:

1maijγ = ηmagγ sγwγ aijϕγ aij

(
iγ i − mγ aij

)
v2γ aij

(30)

1mγ oij = −ηmogγ sγwγ oijϕγ oij

(
iγ i − mγ oij

)
v2γ oij

(31)

1vγ aij = ηvagγ sγwγ aijϕγ aij

(
iγ i − mγ aij

)2
v3γ aij

(32)

1vγ oij = −ηvogγ sγwγ oijϕγ oij

(
iγ i − mγ oij

)2
v3γ oij

(33)

for i = 1, 2, . . . ,NI , j = 1, 2, . . . ,NE , and γ = 1, 2, . . . ,No,
where ηma , ηmo , ηva , ηvo are the learning rates of the means
and the variances of the AC and the OC, respectively.

E. STRUCTURE OF THE PROPOSED CONTROLLER
Fig. 5 illustrates the structure of the SO-DFL-BELC.

FIGURE 5. Structure for online learning of the SO-DFL-BELC.

F. STABILITY ANALYSIS
A Lyapunov function is given as

V (t) =
1
2
s2γ (34)

The change of the Lyapunov function is determined by

1V (t) = V (t + 1)− V (t) =
1
2
[
(
s2γ (t + 1

)
− s2γ (t)]

= 1sγ (t) · [
1
2
1sγ (t)+ sγ (t)] (35)

The error difference is calculated as

sγ (t + 1)=sγ (t)+1sγ (t) ∼= sγ (t)+
[
∂sγ (t)
∂z

]
1z (36)

where 1sγ (t) is the change of sliding surface and 1z is the
change of z; z can be qaijkγ , qoijkγ ,mγ εi, or vγ εi.

Note that1z (t + 1) = z (t)+z (t) = z (t)−ηz
[
∂Eγ
∂uγ

]
Tz(t)

and Tz (t) =
∂uγ
∂z

Thus,

1z (t) = −ηz
∂Eγ
∂z
= ηzsγ (t)

∂uγ
∂z
= ηzsγ (t)Tz (t) (37)

In addition,
δsγ
δz
=
δsγ
δuγ

δuγ
δz
= −gγ T z (t) (38)

Substituting (37) and (38) into (35), gives

1V (t) = 1sγ (t)
[
1
2
1sγ (t)+ sγ (t)

]
=

[
∂sγ (t)
∂z

]
1z
[
1
2

[
∂sγ (t)
∂z

]
1z+ sγ (t)

]
= −gγ T z (t) ηzsγ (t)Tz (t)

×

[
−
1
2
gγ T z (t) ηzsγ (t)Tz (t)+ sγ (t)

]
(39)

Therefore,

1V (t) =
1
2
ηz
(
gγ
)2 s2γ ‖Tz (t)‖2 [ηz ‖Tz (t)‖2 − 2

]
(40)

If ηz is selected as

0 < ηz <
2

‖Tz (t)‖2
(41)

Then1V (t) < 0. It implies that the control system is stable.
Note that the optimal learning rates that can achieve the

fastest convergence correspond to

η∗z =
1

‖Tz (t)‖2
(42)

This comes from taking the derivative of (40) and let it
equals to zero.

IV. USING SO-DFL-BELC TO CONTROL
A 4D CHAOTIC SYSTEM
A. DESCRIPTION OF A 4D CHAOTIC SYSTEM
Consider the 4D Lorenz-Stenflo chaotic system used in [34]
as follows:
• The master system:

ẋm = ζ (ym − xm)+ γwm (43)

ẏm = τxm − xmzm − ym (44)

żm = xmym − δzm (45)

ẇm = −xm − λwm (46)

• The slave system:

ẋs = ζ (ys − xs)+ γws + ux + βx (47)
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FIGURE 6. The block diagram of the 4D chaotic system.

FIGURE 7. The trajectory and synchronization results.

ẏs = τxs − xszs − ys + uy + βy (48)

żs = xsys − δzs + uz + βz (49)

ẇs = −xs − λws + uw + βw (50)

where ζ, τ, λ, δ, γ are the gains, ux , uy, uz, uw are the control
signals, βx , βy, βz, βw are the sum of noises and disturbances
that:

βx = rx [ζ (ys − xs)+ γws + ux] (51)

FIGURE 8. Projection of the synchronization in the 3D x-y-z space.

βy = ry
[
τxs − xszs − ys + uy

]
(52)

βz = rz [xsys − δzs + uz] (53)

βw = rw [−xs − λws + uw] (54)

where rx , ry, rz, rw are the noise ratios which obey the Gaus-
sian distribution with the mean is zero and the variance
is 0.05.

The purpose of the controller is to make the outputs of the
slave system xs, ys, zs,ws follow to the output of the master
system xm, ym, zm,wm closely.

B. CONTROLLER DESIGN
The block diagram of the 4D chaotic system is shown
in Fig. 6.
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FIGURE 9. Projection of the synchronization in the 3D x-y-w space

FIGURE 10. Projection of the synchronization in the 3D x-z-w space.

The parameters of the system are given as follow: The
value of gains are ζ = 1, τ = 26, λ = 1, δ = 0.7,
and γ = 1.5. The initial positions of the master and the
slave system are xm = 2, ym = 2, zm = 2,wm = 2 and
xs = 0, ys = 0, ys = 0, ys = 0, respectively.
The parameters of the controller are initially chosen as

follows: The learning rates of weights ηm and variances ηv
are both chosen as 10−5. The learning rates of weights αa
and αo are both selected as 5× 10−9. The reward function
parameters bq and cq are both chosen as 1. The parameters of
the SO mechanism are set as Ti = 0.5,Td1 = 0.01,Td2 =
0.1, τ1 = 100, τ2 = 10. The parameters of sliding surface are
determined as αγ 1 = 100 for γ = 1, 2, 3, and 4. Firstly, all of
the parameters are selected by trial and error to guarantee the
desired control performance, then, they are adjusted online
using the updating rules via (26)-(28), (30)-(33), and the

FIGURE 11. Projection of the synchronization results in the 3D y-z-w
space.

FIGURE 12. The errors of the system.

learning rates can achieve the optimal values by (42). Also,
in this example, the initial neurons for four controllers do not
need to be designed in advance, because it can self-organize
to a suitable value. In this study, the initial neurons are chosen
as 38 for each controller ux , uy, uz, uw (see Fig. 17).

C. SIMULATION RESULTS
The simulation results about using SO-DFL-BELC to control
the system are described as Figs. 7-17 while the compari-
son between different models are shown as Figs. 18-21 and
Table 1.

From Figs. 18-21 and Table 1, the different controllers
are compared when using the same noise ratio data as
Fig. 16. Note that ‘‘BELC’’ implies using the conven-
tional BELC [10], [11], ‘‘BELC updating m and v’’ is the
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FIGURE 13. The enlarged errors of the system.

FIGURE 14. The control signals.
TABLE 1. Comparision in root mean square error for different controllers.

conventional BELC but the means and variances are updated
overtime based on the gradient descent algorithm with Eγ =
1
2 x̃

2
γ and ∂Eγ

∂uγ
= −

(
x̃ + ˙̃x

)
as [35], [36], ‘‘BELC using slid-

ing surface’’ means the BELC with all means, variances, and
weights are updated overtime with the updating rules using
sliding surface asmentioned above. ‘‘DFL-BELC’’ is ‘‘BELC
using sliding surface’’ with the DFL network. ‘‘SO-DFL-
BELC’’ is ‘‘DFL-BELC’’ with the SO mechanism, which is

FIGURE 15. The noises of the system.

FIGURE 16. The noise ratios of the system.

also the controller introduced in section III. The root mean
square error (RMSE) shown in Table 1 is calculated as the
average value of the RMSE of x, y, z, and w.

D. COMMENTS OF THE SIMULATION RESULTS
Figures 7-13 present how good the controller is with the rise
time is less than 0.05s, and there is no overshoot. FromFig.13,
it is clear that most of the time, the range of errors of the
system is from−0.025 to 0.025 only. Figs. 15 and 16 illustrate
the effect of noises to the system. It is clear that the noises
will randomly increase or decrease the state of the system in
the range from −20% to 20%. Fig. 17 describes how the SO
mechanism affects the number of neurons for each output.
Figs. 18-21 illustrate the comparison between the different
controllers. It is clear that the tracking trajectories, the errors,
and the control signals for the proposed SO-DFL-BELC
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FIGURE 17. The neuron adjustment using the self-organizing mechanism.

achieve better performance than that for the conventional
BELC [7], [8], the BELC updating m and v, the BELC using
sliding surface, and the DFL-BELC. The RMSE result is
also improved for the methods using the updating means and
variances, the sliding surface for the updating rules, the DFL
network, and the SO mechanism. Especially, when using the
DFL network and the SO mechanism, the RMSE result is
improved significantly.

V. USING SO-DFL-BELC TO CONTROL A FOUR-TANK
SYSTEM
A. DESCRIPTION OF FOUR-TANK SYSTEM
Consider the four-tank system is given in [30] as follows:

ḣ1 = −
a1
S1

√
2gmh1 +

a3
S1

√
2gmh3 +

γa

S1
qa + β1 (55)

ḣ2 = −
a2
S2

√
2gmh2 +

a4
S2

√
2gmh4 +

γb

S2
qb + β2 (56)

ḣ3 = −
a3
S3

√
2gmh3 +

1− γ b
S3

qb + β3 (57)

ḣ4 = −
a4
S4

√
2gmh4 +

1− γ a
S4

qa + β4 (58)

where gm is the acceleration due to gravity, h1, h2, h3, h4
are the water levels of the four tanks, a1, a2, a3, a4 represent
the areas of inner diameter of pipes for tanks, S1, S2, S3, S4
describes the areas of tanks, β1, β2, β3, β4 mean the total
noises and disturbances which affect to tank 1, 2, 3 and 4,

FIGURE 18. The comparison in the trajectory results.

respectively:

β1 = r1

[
−
a1
S1

√
2gmh1 +

a3
S1

√
2gmh3 +

γa

S1
qa

]
(59)

β2 = r2

[
−
a2
S2

√
2gmh2 +

a4
S2

√
2gmh4 +

γb

S2
qb

]
(60)

β3 = r3

[
−
a3
S3

√
2gmh3 +

1− γ b
S3

qb

]
(61)

β4 = r4

[
−
a4
S4

√
2gmh4 +

1− γ a
S4

qa

]
(62)

where r1, r2, r3, r4 are the noise ratios which obey the Gaus-
sian distribution with the mean is zero and the variance is
0.05. Again, it means that the noises here can affect the
system randomly.

The purpose of the controller is to control the levels of
the tanks. However, it is clear that only the volume of water
following to a tank can be controlled while the volume of
water discharging from a tank is uncontrollable. It means that
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FIGURE 19. The comparison for the errors.

the purpose of the controller is to increase or remain the level
of the tank. If the level of the tank is set to be decreased,
the only way to implement it is to wait for a volume of water
to be discharged out of the tank.

B. DESIGN THE CONTROLLER
Define the errors of the water levels of the four tanks as:

h̃1 = h∗1 − h1 (63)

h̃2 = h∗2 − h2 (64)

h̃3 = h∗3 − h3 (65)

h̃4 = h∗4 − h4 (66)

where h̃1, h̃2, h̃3 and h̃4 are the errors of the water levels of
tanks 1, 2, 3, and 4, respectively; h∗1, h

∗

2, h
∗

3, and h
∗

4 are the set
values of the water levels of tanks 1, 2, 3, and 4, respectively.
Adding (55) to (58) yields (67), subtracting (58) from (55)
yields (68):

ḣ1 + ḣ4 = f1 + g1qa (67)

ḣ1 − ḣ4 = f2 + g2γa (68)

with f1, g1, f2, g2 as:

f1 = −
a1
S1

√
2gmh1 +

a3
S1

√
2gmh3 −

a4
S4

√
2gmh4 + β1 + β4

(69)

FIGURE 20. The comparison for the control signals.

g1 =
γa

S1
+

1− γ a
S4

(70)

f2 = −
a1
S1

√
2gmh1 +

a3
S1

√
2gmh3 +

a4
S4

√
2gmh4

−
qa
S4
+ β1 − β4 (71)

g2 =
qa
S1
+
qa
S4

(72)

From (67), it is clear that the control signal qa can control
the sum of the h1 and h4, and it can let the sum of the errors of
h1 and h4 come to zero. Similarly, (68) shows that the control
signal γa probably makes the difference between the errors of
h1 and h4 reach to zero:

lim
t→∞

(
h̃1 + h̃4

)
= 0 (73)

lim
t→∞

(
h̃1 − h̃4

)
= 0 (74)

Both (73) and (74) only happen when the errors of h1 and
h4 approach to zero:

lim
t→∞

h̃1 = lim
t→∞

h̃4 = 0 (75)

It is implemented with the same way for h2, h3, qb, γb.
Thus, the sliding mode surfaces for updating rules of the SO-
DFL-BELC, which outputs the control signal qa, qb, γa, γb,
are defined as:

sqa =
(
h̃1 + h̃4

)
+ α1

(
˙̃h1 +
˙̃h4
)

(76)
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FIGURE 21. The comparison for the noises.

FIGURE 22. The four-tank system.

sqb =
(
h̃2 + h̃3

)
+ α2

(
˙̃h2 +
˙̃h3
)

(77)

sγa =
(
h̃1 − h̃4

)
+ α3

(
˙̃h1 −
˙̃h4
)

(78)

sγb =
(
h̃2 − h̃3

)
+ α4

(
˙̃h2 −
˙̃h3
)

(79)

FIGURE 23. The block diagram of the four-tank system.

FIGURE 24. The water levels of the four tanks.

The block diagram of the proposed control system is illus-
trated as the Fig. 23.

The parameters of the benchmark plant are set as follow:
the gravitational constant gm is 9.81; all the initial heights
of four tank h1, h2, h3, h4 are set as 0 m; the areas of inner
diameter of pipe for tanks are a1 = 5.2×10−3 m2, a2 = 6.0×
10−3 m2, a3 = 3.7×10−3 m2, a4 = 3.5×10−3 m2; the areas
of tanks are S1 = 7.0× 10−2 m2, S2 = 7.0× 10−2 m2, S3 =
5.8 × 10−2 m2, S4 = 5.8 × 10−2 m2; the minimum of inlet
flows qa, qb is 0 m3/s; the minimum and maximum of the
ratios of three-way valves γa, γb are 0 and 1, respectively.
Define the control signals which control qa, qb, γa and

γb as the first, the second, the third and the fourth control
signals, respectively. The parameters of the controller are
initially chosen as follows: The learning rates of weights
ηm1, ηm2, ηm3, and ηm4 are chosen as 0.2, 0.2, 0.08 and 0.08,
respectively. All the learning rates of variances ηv1, ηv2, ηv3,
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FIGURE 25. The errors of the water levels.

FIGURE 26. The inlet flows of the three-way valves.

and ηv4 are selected as 8 × 10−4. All the weights of the
first and second control signals have the learning rates
αa1, αo1, αa2, and αo2 of 4 × 10−5 while all those fig-
ures for the third and forth control signals αa3, αo3, αa4,
and αo4 are 1.5 × 10−4. All the reward function parameters
bq1, bq2, bq3, bq4 and cq1, cq2, cq3, cq4 are chosen as 1. The
thresholds of the SO mechanism are set as Ti = 0.3,Td1 =
0.001 and Td2 = 0.1. All the parameters of sliding sur-
face α1, α2, α3 and α4 are determined as 200. All of the

FIGURE 27. The ratios of the three-way valves.

FIGURE 28. The noises of the system.

parameters are chosen by trial-and-error to ensure the desired
control performance, and they are tuned online using the
adaptive laws via (26)-(28), (30)-(33), and the learning rates
can achieve the optimal values by (42). Moreover, the initial
neurons for four controllers do not need to be designed in
advance, because it can self-organize to a suitable value.
In this example, the initial neurons are chosen as 60 for each
controller qa, γa, qb, γb. It can be seen that when water levels
change, the total neurons for each controller also increase to
remain the control performance (see Fig. 30).
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FIGURE 29. The noise ratios.

FIGURE 30. The neuron adjustment using the self-organizing mechanism.

C. SIMULATION RESULTS
The simulation results when using SO-DFL-BELC are
described as Figs. 24-30. The comparison in RMSE
of different controllers is presented in Figs. 31-35 and
Table 2:

In Figs. 31-35, ‘‘BELC’’, ‘‘BELC updating m and v’’,
‘‘BELC using sliding surface’’, ‘‘DFL-BELC’’, SO-DFL-
BELC’’ have the same meaning as mentioned in the first
example. The different controllers are compared when using
the same noise ratio data in Fig. 29. The RMSE shown

FIGURE 31. The comparison for the water levels.

TABLE 2. Comparision in root mean square error for different controllers.

in Table 2 is calculated as the average value of the RMSE
of the four tanks.

D. COMMENTS OF THE SIMULATION RESULTS
From Figs. 20−26, it is seen that the SO-DFL-BELC is an
effective controller for the four-tank system. For all cases
of water levels, the rise time is less than 0.05s, except the
fourth rise of tank 2 and tank 3. It seems that at that time,
the learning rates of the control signal qb controlling the
sum of the errors of tank 2 and tank 3 is slightly higher
than these parameters of the control signal γb, which controls
the difference between two errors. Figs. 24 and 25 illustrate
the effect of noises to the system. It is clear that the noises
randomly increase or decrease the state of the system in the
range from −20% to 20%. The way how the SO mechanism
has effects on the main controller is described clearly by
Fig.26. The SO mechanism in this section is set up with the
threshold for increasing, which is Ti = 0.3, is significantly
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FIGURE 32. The comparison for the errors.

FIGURE 33. The comparison for the inlet flows.

higher than the threshold for decreasing, that is Td = 0.001.
The SO mechanism can increase the computation time but
it reduces the RMSE of the system. From Figs. 31-35 and

FIGURE 34. The comparison for the valve ratios.

FIGURE 35. The comparison for the noises.

Table 2, it can be observed that the RMSE is significantly
improved when using the methods of updating means and
variances overtime, the sliding surface for the updating rules,
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the DFL network, and the SO mechanism. In summary, the
proposed SO-DFL-BELC attains better control performance
and smaller RMSE than the others.

VI. CONCLUSION
This paper has successfully developed the BELC by com-
bining it with the DFL network and the SO mechanism to
create a novel neural network named as the SO-DFL-BELC.
In addition, new updating rules based on gradient descent
algorithm and sliding mode control are introduced to enhance
the quality of the controller. Moreover, the proposed con-
troller is utilized to control the 4D chaotic system and the
four-tank system to demonstrate its effectiveness. Our future
studies will focus on using the proposed control system for a
practical model.
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