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ABSTRACT Due to the physical restriction of current CMOS technology, emerging technologies that have
majority logic gate as a base component are being explored. The process of transforming from boolean
network to the majority logic network is called majority logic synthesis (MLS). Hence, the contributions
of this work is as follows: (i) a novel heuristic-driven tabular approach for majority logic synthesis has
been presented that overcomes the scalability problem of previous synthesis algorithms, (ii) a heuristic
named as matching difference (MD) is proposed to guide the synthesis process, (iii) to maintain the trade-off
between area and delay during majority logic synthesis a novel criterion ‘‘cost of circuit’’(CoC) has been
proposed, (iv) For reduction of majority circuit delay during MLS, an extended library based on five-input
and three-input majority gates is presented, and (v) a post-synthesis optimization method is proposed based
onmajority algebra. Based on experiments withMCNC benchmarks, it is verified that the proposed approach
accomplishes an average diminution of 24% at the majority level and 31% in the majority gate count. Further,
while executing a case study with quantum dot cellular automata(QCA), the proposed methodology is able
to achieve an average diminution of 36% in delay and 15% in circuit cost with a penalty of 2% in the area.

INDEX TERMS Majority gate, QCA, NML, majority logic synthesis.

I. INTRODUCTION
The scaling of a transistor has major advantages, such
as making transistors cheaper, faster, and energy-efficient,
as described by Moore’s law [1]. On the other hand, further
scaling down unfolds several complexities such as doping
fluctuations, higher gate leakage current, capacitive coupling,
increased difficulties in lithography, and electro-migration
failures due to the underlying physical confinement of current
technology i.e. complementary metal oxide semiconductor
(CMOS) [1]. Therefore, emerging technologies are often con-
sidered a suitable alternate for CMOS to succour Moore’s
law. Emerging technologies such as quantum dot cellular
automata (QCA) [2]–[4], spin wave device (SWD) [5], [6],
all spin logic (ASL) [7]–[9], single electron tunnelling (SET)
[10], tunnelling phase logic (TPL) [11], nano magnetic logic
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(NML) [12]–[14],DNA strand displacement [15], [16] are
just a few of possible alternative to CMOS technology [17].
There are different ways to represent the binary information
in these technologies based on their physical properties. For
example, in QCA, a binary information is encoded within
the electron pair configuration residing in a quantum cell,
whereas in NML, nano-magnets (the magnetization stored
in a single domain) represents binary information that can
be transmitted by utilizing the magneto dynamic interaction
amidst neighbor elements.

The Majority gate acts as an essential building block
in these technologies [2]. It is utilized for transforming
the boolean network into a majority network along with
a majority inverter. This transformation process is called
majority/minority logic synthesis(MLS) [18], [19]. Due to
the different gate family and structure of emerging tech-
nologies from current CMOS technology, Logic Synthe-
sis for emerging technologies promising enough to merit
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further investigation even if extensive research is already
available for CMOS technology [20], [21]. The problem of
majority logic synthesis was first addressed in the 1960s
using reduced unitized tables in [18]. In another research
[19], a K-map-based method was presented, while Shannon’s
decomposition-based principles in majority synthesis was
introduced in [22].

These methods suffer from scalability problems and are
not appropriate for a large network.The methods presented
in [18], [19], [22] become intractable and impractical for a
large network. Moreover, in [23]–[25], researchers proposed
a three-cube technique created from a geometric interpreta-
tion of Boolean function for MLS. These techniques cannot
handle more than three variables and were done manually.
Furthermore, researchers proposed methods that can handle
more than three variables presented in [26]–[29], but these
techniques utilized K-map for MLS. Primary efforts for auto-
mated MLS were presented in [27], but these methods were
not generating superior results in majority levels and major-
ity gate count. In [26] and [28], the authors proposed fur-
ther improvement on [27]. In another research [30], authors
proposed a genetic algorithm based technique for logic
optimization.

In [26], a disjoint concept was utilized for further improve-
ment, whereas in [28] author proposed a methodology where
each boolean function converts into amajority function twice:
first, for original function; second, for its complement with
the hope of developing a better majority circuit. But this
increased the synthesis time by 2x. Furthermore, in [29],
a technique which employed three input majority gate to han-
dle four variable networks was presented. In [29], the authors
first developed a majority expression lookup table (MLUT)
library then mapped the function from the library. But the
library generation is an exhaustive process. The drawback of
the approaches [28], [29] mentioned above were exhaustive.
Moreover, the methodologies presented in [26]–[29] used an
old tool SIS [31] for the preprocessing of a Boolean network
when a much better tool for the same operation is available
and it can produce better results than the SIS tool. In another
research [32], a binary decision diagram (BDD) based MLS
was presented. The major drawback of the majority of these
methods is that they utilized K-map for MLS. When dealing
with higher input majority gates such as 5-input or 7-input
during MLS using the K-map method, it becomes very
intractable because the K-map method for more than four
variables is a complicated task [33]. Because of this, previous
approaches cannot utilize higher input majority gate.

Therefore, to utilize higher input majority gates, a novel
approach for MLS is required. Moreover, the method able
to generate high quality results and should not be exhaus-
tive. Moreover, the utilization of a higher input majority
gate (such as 5-input majority gate) during MLS can further
enhance the majority circuit in terms of the majority level
and number of majority gates, which immediately impacts
the delay and area of the majority circuit. In order to con-
quer the shortcomings presented in the previous approaches,

a heuristic-based tabular approach formajority/minority logic
synthesis is proposed in this paper. Moreover, we proposed
a metric Cost of Circuit (CoC) to determine the cost of the
circuit based on the delay and area of the majority network.
Furthermore, to decrease the majority level and gate count,
the 5-input majority gate utilized in the synthesis process as
primitives. The preliminary work has been published in [34].
The considerable contributions are as follows:

1) A novel cost-aware heuristic-based tabular approach
for majority/minority logic synthesis is proposed.

2) A heuristic named as matching difference (MD) is
presented in this paper to lead the majority synthesis
process.

3) An extended library that includes 3-input and 5-input
majority gates is proposed in this paper.

4) To maintain the trade-off between area and delay of
the majority circuit, we have devised a novel parameter
cost of the circuit(CoC).

The remainder of this paper is organized as follows: In
section II, we present the background details. Motivation
for the need fora novel majority logic synthesis and use of
higher input majority gates are explained with an example in
section III. The proposed methodology is explained with a
demonstration in section IV. Results and analysis followed
by the conclusion are given in section V and Section VI,
respectively.

II. BACKGROUND
This section details the background which will help the user
reading this article is described in this section.

A. QCA CELL
In a QCA cell, four quantum dots in a square block attached
by tunnel barriers. Electrons can tunnel among the dots but
can’t leave the cell. A Coulomb repulsion will force the elec-
trons to dot on opposite corners when two additional electrons
are placed in the cell. Thus logic ‘0’ and ‘1’ can be labelled
by two energetically equivalent ground state polarizations as
shown in Figure 1(a) [35].

B. MAJORITY GATE
Majority gate is a basic logic device in QCA that works on the
theory of majority voters. A three-input majority gate [3] is
shown in Figure 1(d). It is comprised of three inputs labelled
as P, Q, R, and an output. Equation 1 show operation of
majority gate [35].

M (P,Q,R) = PQ+ PS + RS (1)

Moreover, a 5-input majority gate is shown in the Fig-
ure 1(e) [36], [37]. Equation 2 expressed the working of a
5-input majority gate [36], [37].

M (P,Q,R, S,T ) = PQR+ PQS + PQT + PRS

+PRT + PST + QRS + QRT + QST + RST (2)
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FIGURE 1. Basic QCA [35] (a) basic quantum cell, (b) wire, (c) invert gate, (d) 3 input majority gate,
(e) 5 input majority gate.

C. QCA PRIMITIVES
By fixing one of the majority gate input HIGH (1) and LOW
(0), the three-input majority gate act as a two-input OR gate
and two-input AND, respectively. Equation 3 and 4 show the
majority gate as ‘‘OR’’ and ‘‘AND’’ gate. Where, input ‘‘Q’’
(as shown in 1(d)) value set with ‘‘1’’ and ‘‘0’’ to device
‘‘OR’’ and ‘‘AND’’ gate respectively [35].

M (P,Q, 1) = P+ Q (3)

M (P,Q, 0) = PQ (4)

In addition, a wire and invert implementation in QCA is
shown in Figure 1 (b) and (c) . By placing QCA cells next to
each other, they act as a QCA wire. [35].

III. MOTIVATION
This is an example of a boolean function, F = P*Q*R.
To transform ‘F’ to themajority function ‘M’, two options can
be considered. First, utilize only a three-input majority gate,
and second, use a five-input majority gate. The implementa-
tion of function ‘F’ is shown in Figure 2(a) and Figure 2(b)
respectively.

It is evident from Figure 2(a) and Figure 2(b) that the
synthesis of ‘F’ needs a minimum of two 3-input majority
gate with majority level 2 (i.e., delay of a two-clock cycle)
and required area of 11 QCA cells, if only 3-input majority
gates are used, on the other hand, If a five-input majority
gate is taken into account during the synthesis of F, then
a single five-input majority gate is enough for synthesizing
the function F, this implementation has only one majority
level (i.e., delay of a one-clock cycle) without increasing the

FIGURE 2. Majority synthesis of function F = P * Q * R.

area of the circuit, i.e., 11 QCA cells as an implemented
function of F in QCADesigner [38]. Therefore, utilization
of a five-input majority gate can reduce majority levels (i.e.,
directly proportionate to delay of the circuit ) without any area
increment.

It is evident from the previous paragraph that the utilization
of a five-input majority gate or a higher input such as a
5-input majority gate [36], [37] or 7-input majority gate [39]
can further optimize the circuit in terms of performance.
Due to the lack of a majority logic synthesis approach that
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FIGURE 3. Block diagram of proposed majority logic synthesis.

utilizes a higher input majority gate, a gap is created between
the available majority gate and the previous majority logic
synthesis approaches because the methodologies available
in the literature [26]–[29] utilized only three-input majority
gate. Therefore, it gives us the motivation to investigate a new
methodology that can utilize a higher input majority during
MLS to overcome the reduced gap between MLS and the
available majority gates.

IV. PROPOSED METHODOLOGY AND IMPLEMENTATION
A detailed description of the methodology is presented in this
section.

A. OVERVIEW OF THE PROPOSED APPROACH
The block diagram in figure 3 provides an overview of
the proposed MLS technique. The proposed MLS technique
begins by taking Boolean network ‘N’ as an input, which
produces an optimized majority network ‘Nm’ as an output.
The next task is the preprocessing and decomposition of
the network. Then, the proposed methodology converts the
Boolean network to a majority network. After this, redun-
dancy removal and post-synthesis optimization are performed
for further improvement of the majority network. A detailed
description of the proposed algorithm is presented in subse-
quent subsections.

B. PREPROCESSING AND DECOMPOSITION
The proposed algorithm starts with inputing the Boolean
function from the user. The second is to perform
simplification of the given Boolean network. The third step is
to perform algebraic factorization, which gives an algebraic
factor for Boolean functions have a maximum fan-in three
because such a function can convert it into a majority function

by using a maximum of four majority gates and two levels.
[19], [26], [27]. Therefore, a Boolean network containing X
Boolean function is generated that can be transformed into
a majority network using a minimum X and a maximum
4*Xmajority network. Because of this, the preprocessing and
decomposition minimize X, which is directly proportional to
the number of majority gate and majority level.

The preprocessing and decomposition are performed by
SIS [31] andABC [40], [41]. Both tools are used to gain better
results. The script for preprocessing and decomposition is
adopted from [34]. This step produces an optimized Boolean
network wherein each Boolean function fan-in is a maximum
of three.

C. EXTENDED PRIMITIVES
The primitives are the Boolean functions that can be consti-
tuted of a single majority gate. The library for the MLS pro-
cess are these primitives.We included a higher input primitive
such as a five-input majority gate along with a three-input
majority gate in our approach. The primitive library, which
includes a five-Input and a three-input majority gate, is pre-
sented in Table 2 and 1 respectively. With these primitives,
the proposed algorithm can be transformed by any Boolean
function into a majority function.

D. PROPOSED HEURISTIC: MATCHING
DIFFERENCE (MD)
A novel heuristic named as matching difference is proposed
in this paper. This heuristic helps in the synthesis process in
order to find the best matched majority expression for the
given Boolean function. If MD = 0, then it indicates that
the selected Boolean function is a primitive function. The
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TABLE 1. Primitives based on three-input majority gates.

TABLE 2. Primitives based on five-Input majority gates.

expression of MD is given in equation 5.

MD (P,Q) = max

{
|P| − |P ∩ Q|
|Q| − |P ∩ Q|

(5)

where P and Q are the minterms set, MD(P,Q) is the MD
between P and Q, |P| length of P. During the synthesis
process, MD gives suggestions of the most suitable majority
function. The lower value of MD indicates the most suitable,
and the higher value indicates the least suitable majority
function.

E. PROPOSED METHODOLOGY FOR BOOLEAN NETWORK
TO MAJORITY NETWORK TRANSFORMATION
After pre-processing and decomposition, a Boolean network
that includes ‘N’ functions has maximum fan-in three. The
next step of the proposed methodology is to synthesize a
Boolean network to a majority network by transforming
Boolean functions to majority functions respectively. The
proposed methodology for transforming the majority func-
tion from the Boolean function is shown in Figure 1, and
demonstration of the proposed methodology with an example
is given in Figure 4.

The proposed algorithm first chooses a Boolean function f
from the Boolean network ‘N’ then finds the minterms of the
selected function f. After this, algorithm calculates matching
difference (MD) between the primitives pi(given in Table 1
and Table 2) and f using equation 5. If f has MD = 0, then
respective majority function picked from Table 1 or Table 2
and append it into themajority network ‘Nm’. IfMD= 0with

respect to all primitive function and Once algorithm found
that the selected function is not a primitive function, then an
array ‘Indicator’ size of 2n is created. with zero initial values
(i.e. step 9 in algorithm 1). After the algorithm identifies
f1, f2, f3 as described in subsequent sections.

1) IDENTIFY f1
To find f1, the algorithm first identifies a function fx with
minimumMD from the given primitives as shown in Table 1.
In case of tie in MD among primitive function, based on the
step 10 of the proposed algorithm, choose the function fx ,
with minimum cost (The cost of a function can be calculated
using algorithm 2). using algorithm 3 update the Indicator
array after selecting f1.

2) IDENTIFY f2
After updating the Indicator array as step 11 in the proposed
algorithm, determine f2. To accomplish this, the proposed
algorithm determines a set of primitive which minterms must
cover all indexes with the value of 0 and must not contain
the minterms equal to the indexes with a value of -1 as
shown in step 12 to 15 of Algorithm 1. Then choose the
functions with minimum MD and lowest cost from set ‘G’
as f2, as described in step 16. Then, update the Indicator
array by the UpdateIndicator algorithm. The example is given
in Figure 4.

3) IDENTIFY f3
After updating the Indicator as shown in step 17 of the pro-
posed algorithm, the next is to find f3. The proposed algorithm
determines a set of primitive which minterms must cover
all indexes with indicator value one and must not cover the
minterms equal to the indexes with indicator value -1, which
is represented In Algorithm 1 from step 18 to 20. In case
of empty set H restart the process from step 16 to 21 with
another pi from set G. Then selct one of the functions from
set ‘H’ as f3 with the lowest cost, as depicted from step 23.
The demonstration example also shown in Figure 4. After
determining f1, f2, f3, create a majority function as step 24.
Then repeat step 9 to step 24 until the stopping criteria is
satisfied (explained in section 4.4.4). Finally append majority
gateM (f1, f2, f3) in the majority network.

4) STOPPING CRITERIA
The stopping criteria of the proposed algorithm are as
follows:

1) if (CoCn ≥ CoCn−1)
2) if (n ≥ T )

where n is current iteration count and T is maximum iteration
count for a function. The stopping criteria ensure that a better
solution should not be missed by algorithm. In addition, this
process should also not run for a longer time like exhaustive
search.

This should be repeated on the whole Boolean network that
is not converted into the majority network.
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Algorithm 1 Proposed Algorithm for Boolean to Majority Transformation
1: N ← Perform preprocessing and decomposition on given BooleanNetwork
2: for k = 1 to B do { where B = number of Boolean function in Boolean network N}
3: Find minterm for fk : f m = minterm(fk )
4: for i = 1 to J do { where J = number of primitives}
5: di = MD (f m, pi)
6: end for
7: if MFi = 0 then
8: Append (MajorityFunctioni) to Majority Network
9: else

10: while stopping criterion met do
11: Create an array Indicator ‘I’ size of 2n, where n is 3
12: f1 = min (cost (min (MD (pi))))WHERE pi ∈ P
13: UPDATECOUNTER

(
f m, f m1

)
14: X−1 = { i where C [i] = −1}
15: X0 = { i where C [i] = 0}
16: Y = {X0 ∩ f m}
17: G =

{
pi | (pi 6= f1) ∧

(
pmi ∩ X−1 = φ

)
∧
(
Y − pmi = φ

)}
18: f2 = min (cost (min (MD (pi))))WHERE pi ∈ G
19: UPDATECOUNTER

(
f m, f m2

)
20: X−1 = { i where I [i] = −1}
21: X1 = { i where I [i] = 1}
22: Z = {X1 ∩ f m}
23: H =

{
pi |

((
pmi ∩ X−1 = φ

)
∧ pi 6= f1 6= f2

)
∧ (Z − pi = φ)

}
24: if H = φ then repeat step from 16 to 21 with next pi
25: f3 = min (cost (pi))where pi ∈ H
26: GENERATEM (f1, f2, f3)
27: end while
28: AppendM (f1, f2, f3) toMajorityNetwork
29: end if
30: end for

Algorithm 2Majority Function Cost
1: procedure COST(Mexp)
2: M ← NUMBER OF MAJORITY GATES IN(Mexp)
3: I ← NUMBER OF INVERTERS IN(Mexp)
4: Area← M ∗ 10+ CI
5: if M > 1 then
6: DM = 2
7: else
8: DM = 1
9: end if

10: if I > 0 then
11: DI = 1
12: else
13: DI = 0
14: end if
15: Delay← DM + DI
16: Cost = w1

(
Delay

maxDelay

)
+ w1

( Area
maxArea

)
17: return Cost
18: end procedure=0

F. POST-SYNTHESIS OPTIMIZATION
After analyzing the majority network generated by the MLS
algorithm, it was found that further optimization of the

generated majority network is possible. To achieve this,
the proposed algorithm performed post-synthesis optimiza-
tion utilizing majority algebra rules published in [42]. The
rules used for this is given in equation 6.

� =



Commutativity :
M3 (P,Q,R) = M3 (Q,P,R) = M3 (R,Q,P)
Majority :{
if (P = Q) : M3 (P,Q,R) = P = Q
if
(
P = Q′

)
: M3 (P,Q,R) = R

M3 (P,P, 1) = P
Assocativity :
M3 (P, S,M3 (Q, S,R)) =
M3 (R, S,M3 (Q, S,P))
Distributivity :
M3 (P,Q,M3 (S,T ,R)) =
M3 (M3 (P,Q, S) ,M3 (P,Q,T ) ,R)
InverterPropogation :
M3 (P,Q,R)′ = M3

(
P′,Q′,R′

)

(6)

An example of post-synthesis optimization is shown
in Figure 5. As evident from Figure 5, post-synthesis
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FIGURE 4. Demonstration of proposed methodology.

optimization can further optimize the majority circuit. The
methodology is able to reduce one majority level, one
inverter, and one majority gate using majority algebra.
We have chosen a simple example; but we can achieve more
reduction in the number of majority gates and majority levels
for a complex circuit

G. REDUNDANCY ELIMINATION
It is observed that there are multiple redundant nodes present
in the present majority network, either in the form of similar

TABLE 3. Area and delay [44], [45].

majority gates or complement of a majority gate. A unidirec-
tional graph with respect to the majority network is created
to eliminate such redundancy. Next, a redundant node or
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TABLE 4. Comparative results between the proposed methodology and previous works in terms of the majority count and the majority level when the
majority level has a higher priority than the majority gate count.

FIGURE 5. Demonstration of post-synthesis optimization.

subgraph is determined, and finally, the redundant node for
sub-graph with lower levels sub-graph or node are eliminated
as shown in Figure 6.

V. RESULT AND ANALYSIS
A comparative analysis between previous methods [27]–[29]
and the proposed approach is presented in this section. For
comparative analysis, 38 benchmarks circuit from MCNC
benchmark [43] are tested. These results are shown in two
subsections. The first subsection presents comparative results
for number of majority gates and majority levels. The second
subsection presents a test case for QCA and comparative
results presented for area, delay, and cost of circuit. The delay

Algorithm 3 Update Counter
1: procedure UPDATE COUNTER(f mi , f m)
2: for ALL x ∈ f mi do
3: if x ∈ f m then
4: C[x]++
5: else
6: C[x]−−
7: end if
8: end for
9: end procedure=0

where f m and f mi are minterms of f and fi respectively.

and area value of the majority gate in QCA technology is
given in Table 3.

A. COMPARATIVE ANALYSIS OF THE NUMBER OF
MAJORITY GATE AND MAJORITY LEVEL
The experiment was conducted to analyze the proposed algo-
rithm twofold: First, when the majority level has a higher
priority than a majority gate count, it implies that a circuit
delay has a higher priority than area. Second, when the
majority gate count has a higher priority than the major-
ity level denotes that the circuit area has a higher priority
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TABLE 5. Comparative results between the proposed methodology and previous algorithm in terms of the majority count and majority level the when the
majority count has a higher priority than majority-level optimization.

TABLE 6. Comparative results between proposed methodology and previous algorithm in terms of area, delay, and CoC.

than circuit delay. Table 4 presents comparative results with
[27]–[29] and the proposed algorithm when the majority
level has higher priority than the majority gate count. It is
observable from Table 4 that the proposed algorithm was able
to reduce on average 40%, 38%, and 38% in respect of the
majority level and average 34%, 23%, 22% in respect of the
total number majority gates counts as contrast to [27]–[29]
respectively. Moreover, Table 5 presents comparative results
with [27]–[29] and the proposed algorithm when majority
gate count has a higher priority than majority level. It is
clearly shown in Table 5 that the proposed algorithm is able to

achieve an average reduction of 42%, 32%, 31% in the major-
ity gate counts and 27%, 25% and 24% reduction with respect
to the majority level as contrast to [27]–[29] respectively.

B. COMPARATIVE ANALYSIS OF DELAY, AREA, AND CoC
This section presents the result of a test case where we
analyze the performance of the proposed algorithm in con-
sideration of QCA as a base technology. A comparative anal-
ysis of delay, area, and CoC is presented in this subsection.
The estimation of delay, area, and CoC is performed using
equation 7, 8, and 9 respectively. Note- to simplify, we did not
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TABLE 7. Comparative results between the proposed methodology and previous works in terms of delay, area, and CoC when delay has the highest
priority.

consider interconnect area and delay during the delay and
area calculation The delay and area value of majority gates
(3-input and 5-input) are shown in table 3.

Area = (NM5 ∗ AM5)+ (NM3 ∗ AM3) (7)

Delay = Level ∗ DM (8)

CoC = w1

(
Delay

maxDelay

)
+ w1

(
Area

maxArea

)
(9)

where NM3 is the total 3-input majority gates, AM3 is the area
of a 3-input majority gate, NM5 is the total 5-input majority
gates, and AM3 is the area of a 5-input majority gate, where
DM is the delay of a majority gate.
The comparative study was performed in three cases. In the

first case, when the delay optimization has the highest prior-
ity. The second case when area optimization has the highest
priority, and the third case when CoC has the highest priority,
in which we maintained a trade-off between are and delay by
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TABLE 8. Comparative results between the proposed methodology and previous works in terms of delay, area, and CoC when area has the highest priority.

providing equal weight to area and delay by w1 = 0.5 and
w2= 0.5 in equation 9. Table 6 presents comparative results.
Table 6 presents average area, average delay, and average
CoC values of all tested benchmarks area, delay, and Coc.
Detailed result is presented in Table 7, 8 and 9. As shown
in Table, 6 in the first case of the experiment, it was found
that the proposed algorithm was able to achieve an average
reduction of delay by 41.9%, 40.1%, and 40.3% compare to
[27]–[29]. But to achieve this reduction in delay, we have
to pay area overhead of 11.7%, and 13.39% with respect to

[28], [29]. Whereas, in the second case proposed algorithm
is able to achieve an average reduction in delay by 29.21%,
27.03%, and 27.31% compare to [27]–[29] along with the
reduction in the area by 17.02%, 3.23% and 1.78% as com-
pare to [27]–[29]. Moreover, in the third case, gave equal
weight to area and delay, which means CoC has the high-
est priority then proposed algorithm was able to achieve an
average reduction in delay by 38.2%, 36.29%, and 36.5%
compared to [27]–[29] with the penalty of the area by 0.08%
and 1.57% with respect to [28], [29].
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TABLE 9. Comparative results between the proposed methodology and previous works in terms of delay, area, and CoC when CoC has the highest priority.

FIGURE 6. Example of redundancy elimination.
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VI. CONCLUSION AND FUTURE SCOPE
The paper presented a novel heuristic-based cost-aware
majority logic synthesis algorithm. A novel heuristic ‘MD’
was introduced to steer the MLS method. Furthermore,
an extended library of majority function is also presented
in this paper. Moreover, a novel post-synthesis optimization
method was also demonstrated in this paper. Results showed
that the proposed algorithm achieved a reduction of 22%
(average) in the majority gate count and a reduction of 24%
(average) in the majority level compared to recent work.
Moreover, in the case of QCA technology, the proposed
algorithm gained a reduction of 36% (average) in delay and
a reduction of 15% (average) in CoC while paying area over-
head of 2% as compared to previous methods. Near future we
want to develop circuit for various image processing kernels
for image encryption [46], [47], image fusion [48]based on
majority logic for various applications.
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