
Received April 23, 2021, accepted May 7, 2021, date of publication May 11, 2021, date of current version May 21, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3079319

Robust and Secure Digital Image Watermarking
Technique Using Arnold Transform and
Memristive Chaotic Oscillators
KHUSHWANT SEHRA 1, (Graduate Student Member, IEEE),
SAMRIDDHI RAUT2, (Student Member, IEEE),
ASHUTOSH MISHRA 3, (Student Member, IEEE), POONAM KASTURI3, (Member, IEEE),
SHWETA WADHERA4, GEETIKA JAIN SAXENA 5, (Member, IEEE),
AND MANOJ SAXENA 3, (Senior Member, IEEE)
1Department of Electronic Science, University of Delhi South Campus, New Delhi 110021, India
2Department of Electronics and Communication, Maharaja Surajmal Institute of Technology, New Delhi 110058, India
3Department of Electronics, Deen Dayal Upadhyaya College, University of Delhi, New Delhi 110078, India
4Department of Computer Science, Deen Dayal Upadhyaya College, University of Delhi, New Delhi 110078, India
5Department of Electronics, Maharaja Agrasen College, University of Delhi, New Delhi 110096, India

Corresponding author: Manoj Saxena (msaxena@ddu.du.ac.in)

This work was supported in part by the Department of Biotechnology (DBT) Star College Program, Deen Dayal Upadhyaya College,
University of Delhi.

ABSTRACT With the advent of technology and multimedia production, the world has witnessed a tremen-
dous increase in digital media attacks, which duplicates, forges and tamper the data leading to the violation of
copyright laws. In this paper, a robust and secure digital image watermarking is proposed, which exploits the
chaotic behaviour of the non – linear oscillators realized through Memristive diodes. The proposed scheme
relies on a Human Visual System (HVS) model in order to mimic the real-life scenario. To improve the
robustness of the proposed approach and to further increase the security of the digital watermarked media
whilst still retaining compatibility with the real-time events, Histogram of Oriented Gradients (HOG) and
extreme learning machine (ELM) is implemented. Secure key generation by means of scrambling through
Arnold Transform and the coefficients ofMemristive Chaotic Oscillator ensures extreme security. The water-
mark embedding followed the pixel transformation based on discrete cosine coefficient modification, and a
semi-blind watermarking extraction procedure was carried out through trained ELMmodels. A detailed anal-
ysis has been presented to evaluate the tradeoff between imperceptibility, security and robustness using per-
formance metrics like PSNR, NC, SSIM, and BER. To establish a real-time implementation of the proposed
architecture, the simulated results were verified using real-time chaotic signals generated from the chaotic
oscillator, which dictates excellent performance against watermarking attacks and image processing tasks.

INDEX TERMS Chaotic encryption, memristor, Arnold transform, histogram of oriented gradients (HOG),
human visual systems (HVS), extreme machine learning (ELM), discrete cosine transform (DCT).

I. INTRODUCTION
The rapid developments in the computer era have led to
an exponential increase in digital media production and
usage. Consequently, the cases of data duplication forg-
ing and tampering have significantly raised a concern
towards data encryption and security and ultimate copyright
protection of the digital media. Out of the several pos-
sible solutions, copy detection, steganography, and digital
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watermarking techniques are one such method that targets
this problem and aims at embedding the information into
more protected information in a characteristic manner [1].
The embedded data replicates the host image visually but
makes it more secure by encrypting the information prone
to malicious image processing attacks [2]. Whenever a copy-
right issue is encountered, the media is extracted using a
watermarking technique.

These techniques can be broadly classified into two types:
(1) Spatial based, which operates on the pixel location by
embedding the watermark into the least significant bit (LSB)
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of the original image, and (2) Frequency− based, which first
converts the signal into the frequency domain and embeds
and modifies the frequency coefficients after the transforms.
However, spatial transforms are less robust but are compu-
tationally less complex and have a better payload capacity
than the frequency domain, which is found to be more robust,
more secure, and offers better invisibility [3]. Literature has
demonstrated several techniques like which involves fre-
quency and spatial domain analysis. Frequency domain based
transforms like discrete Fourier Transforms (DFT), discrete
wavelet transforms (DWT), discrete cosine transforms (DCT)
etc., have been studied rigorously. However, it has been
well established that using two or more transforms (hybrid)
can yield better results. Fazli and Moeini [4] and
Singh et. al. [5] has proposed a robust technique based
on DWT, DCT with Singular Value Decomposition (SVD).
Hwai and his group [6] have proposed that using sign
correction, level shifting, mixed modulation, and orthog-
onal restoration, the process can be made more effective
by improving invisibility and robustness. Recently, Liu and
his group [7] have demonstrated a hybrid integer wavelet
transform (IWT) and DCT to show the double encryption
technique. Najafi et. al. [8] proposed a watermarking tech-
nique in which the group proposed a watermarking algorithm
based on sharp frequency localized contourlet trans-
form (SELCT) with SVD, which proved to solve the false
positive problem and is resistant to ambiguity attacks. Several
people have analyzed different matrix decomposition meth-
ods like Schur decomposition, SVD and LU decomposition.
Makbol et. al. [9] demonstrated a block-basedDWT and SVD
image watermarking scheme in which they consider entropy
as the HVS feature. Over the past few years, people have
used fractal dimensions. Mishra et. al. [10] have proposed a
robust and secure watermarking architecture based on fractal
dimensions using the human visual system (HVS) model and
Mamdani based Fuzzy Interface System (FIS). Over the past
few years, several other techniques like using semi − blind
Human Visual System [11], Dual Tree Complex Wavelet
Transform − Discrete Cosine Transform (DTCWT − DCT)
[12] and 2 Dimensional − Discrete Cosine Transform
(2D − DCT) [13] have been introduced and studied.
Hosny et. al. [14] have demonstrated a fractional order expo-
nent moment watermarking technique. Quaternion based
techniques have also emerged as a promising method in
image watermarking [15], [16]. To make the watermarking
more effective and faster, researchers have nowmoved to var-
ious machine learning and deep learning techniques. Extreme
Learning Machine (ELM) which can be considered as a spe-
cial case of neural network with single layer feed – forward,
has gained enormous interest due to its better generalization
capability and good payload capability to handle large data
and is widely used nowadays [17]–[19]. Ding et. al. [20]
have recently proposed a generalized deep neural network
approach used for watermarking. One major limitation of the
neural network approach is the high computational time in
case of heavy net with large number of hidden neurons and

more vulnerability to statistical attacks like JPEG compres-
sions [20], [21]. Recently a parallel multi-core CPU and GPU
has been proposed targeting medical images which shows
a promising research trend setup in the domain [22]. Sev-
eral works have also demonstrated extraction of watermark
coefficient directly from the host image itself using different
processing tasks [10], [23].

From the security perspective, chaotic systems are widely
used for information encryption as chaotic cryptography over
the conventional encryption algorithms like data encryption
standard (DES), advanced encryption standard (AES) etc.
which are known to have redundancy and correlation prob-
lem [6], [23]–[28]. Chaotic signals are the non − linear
signals which are highly sensitive to the system parameters
and initial conditions. The random and unpredictable nature
of such signals meets the requirements such as diffusion
and mixing hence facilitates them to act as encryption keys.
Hu et. al. [6] have proposed a blind watermarking algorithm
where the robustness of the proposed algorithm is tested
in the chaotic sequence generated by the logistic system.
Bhatti et. al. [24] had discussed a hybrid watermarking
algorithm using Clifford algebra and Arnold transform.
Due to pseudorandom and ergodic properties, the chaotic
system is gaining great interest among researchers to
study data encryption for better security against geometric
attacks [25]–[28].

Over the past few years, extensive research has been done
on utilizing mathematical tools and formulating theoretical
approaches for building an effective digital watermarking
model. However, there is still a gap when it comes to practical
implementations which can be summarized as follows:
• Usage of complex image transformation methods or
complex encryption algorithms for enhancing the secu-
rity unnecessarily leads to extremely high computational
complexities and operation cost.

• During data embedding, it is important to capture the
features of image in efficient manner while taking care
of the security. However, previous reported works either
use a large block sized image or considers a very small
portion of image which fails to capture the data appro-
priately; or leading to severe data protection and security
concerns.

• While dealing with the DC coefficients, it is necessary
to handle the high frequency components in order to
maintain the robustness and imperceptibility.

• Further, enhancing and optimizing the pre− processing
steps and improving the masking ability while maintain-
ing the payload, computational time and operating cost
is one of the major focus of the current research trend.

With this regard, this work proposes a watermarking
scheme based on Arnold transform, HOG features, HVS
and ELM. With the low computational complexities of the
used algorithms and extreme secure key generations, high
processing speed, robustness, and security can be guaranteed.

The contributions of the presented work can be summa-
rized as follows:
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• The proposed architecture exploits block coding and
computationally efficient algorithms like Arnold trans-
form for scrambling which ensures a good robustness.

• The architecture involves human visual system (HVS),
Histogram of Oriented Gradients and Extreme Learning
Machine ELM) which not only supports the real – life
implementations but also improves the robustness and
security.

• Secure key generation is implemented at various stages:
(a) Arnold transform; (b) Initial conditions and chaotic
oscillator coefficients, and (c) Final watermarking gen-
eration using trained ELM. Incorporating these fea-
tures and as dictated from the metrics has remarkably
improved the security.

• A detailed insights on robustness, security, impercep-
tibility, and computational complexities is developed
using metrics like peak signal to noise ratios, structural
similarity index, bit error rate, normalized cross – corre-
lation for signed images and extracted watermark.

• Experimental validations for chaotic encryption using
memristor based chaotic oscillator is presented so as to
access the performance of the proposed technique on
real – time chaotic signals.

In this work, a novel digital watermarking architecture is
presented. The images are first block coded in order to reduce
the processing load. The blocks are first analyzed by calcu-
lating the fractal dimensions, which are then scrambled using
Arnold Transform for encryption. Consequently, the HOG
features are extracted. The transformed signals were passed
to the Mamdani FIS system to extract the key indexes using
which one of the ELM model is trained. The chaotic signals
generated using Memristors are utilized for training the sec-
ond ELM model. The watermark embedding and extraction
have been carried out using the weighted mean of both the
data obtained from models. Finally, the semi – blind water-
mark extraction procedures and performance analysis were
carried out to comment on the robustness and security of the
proposed algorithm.

The paper is organized as follows: Section II gives pre-
liminary information about the algorithms used in the archi-
tecture. The complete methodology followed in the work is
summarized in Section III, and Section IV compiles all the
results and discusses the various features and performance
of the watermark technique. Finally, the work is concluded
in Section V.

II. PRELIMINARIES
This section provides an essential mathematical background
of the algorithms used in the proposed architecture and details
about the experimental setup.

A. MEMRISTOR & HARDWARE SETUP OF THE CHAOTIC
SYSTEM
Memristor, which is popularly known as Chua’s diode, is con-
sidered to be the missing fourth circuit element. It is a pas-
sive circuit element that behaves like a resistive memory.

Memristor is a non-linear memory element that found com-
patibility in many applications like oscillators, information
encryption, memory etc. In this work, a Memristor based
chaotic oscillator is constructed based on the basic piece-
wise linear (PWL) (ϕ − q) characteristics using operational
amplifier and off the shelf elements. Figure 1 shows the
experimental setup of the chaotic system, and Figure 2 shows
the equivalent circuit of Memristor and oscillator realized
both in hardware setup and simulation setup in NI Multi-
Sim [29]. The hardware setup consists of a Chua’s Diode
realized through general-purpose OPAMPs [30]. The diode
was realized on a custom perf board for simplicity, and its
response was validated on Agilent MSO – X 3034A through
the signals generated by Tektronix AFG 3022B.

FIGURE 1. Experimental setup of the chaotic system consisting of
oscillator, and OPAMP realization of Chua’s diode for chaotic signal
generation.

FIGURE 2. (a) Equivalent circuit for memristor realized using op-amp
(b) Chaotic oscillator realized using memristor.

The chaotic signals generations in Chua’s circuit are gov-
erned by the basic set of three nonlinear ordinary differential
equations (ODE) of state variables and 3 – segment piecewise
– linear equations as summarized in Equation 1.

dx
dy
= α [y− x − f (x)]

RC2
dy
dx
= x − y+ Rz

dz
dt
= −βy (1)
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FIGURE 3. (a)-(d) Five different chaotic signals generated for four different initial configurations and user defined keys (e)-(g) Signal 2,3 and 4 as a
function of Signal 1 depicting double scroll attractor pattern in the generated chaotic signals.

The characteristics of the signals can be controlled using
the coefficients of ODEs. The Chaotic signals, due to their
properties of pseudo-randomness and dynamicity, are widely
used in digital media encryption. The chaotic system’s output
is similar to white noise with correlation and complexity as
defined by Equation 2 [31]:

Cn+1 = µ× Cn × (1− Cn) (2)

Here, 0 < µ < 4 and Cn is the nth value generated from
Equation 1. Generally,µ is 3.9 for high randomness. By vary-
ing the initial conditions using µ and Cn, and value of n,
the different chaotic signal can be generated, which is demon-
strated in later sections.

In this work, four different sets of oscillator’s coefficients
x1 = 0.01, 0.02, 0.03, 0.04; x2 = −0.1, x3 = −0.01,
x4 = 0.01} and initial conditions are used to understand the
effect of parameters on the chaos as well on the architecture.
The initial condition and the coefficient together act as a
secret – user defined keys. Figure 3 (a) − (d) shows the
various combinations of chaotic signals generated and studied
for the above set of parameters. Figure 3(e) − (g) depicts
the chaotic double scroll attractor pattern obtained for the
different conditions. These signals so generated are utilized
later in Section III while training the ELM model II. Also,
the unique key in the chaotic signal generation is utilized
while assessing the security concerns in key sensitivity and
space analysis in Section IV.

B. FRACTAL DIMENSIONS AND HIGUCHI ALGORITHM
Fractal dimensions (FD) are the characteristic non − integer
numbers which are used to characterize features like texture,
degree of surface coarseness etc., of an image. The fractal

dimensions of a digital image are relative to the pixel value
of the image. Considered as a tool to calculate the image’s
complexity, according to the Mandelbrot’s Hausdorff dimen-
sions [32], FD can be defined using Equation 3 as:

A (r) = Ar2−D

f = AD/C (3)

where, A(r) represents the curve surface,A denotes the true
area of the surface, D depicts the FD, C is the present con-
stant, and f is a factor to determine FD of the image. The
advantage of using fractal dimensions is that it becomes really
infeasible to identify the watermark bits in the cover image.
There exist various methods of calculating fractal dimen-
sions like box-counting, spectral analysis, Katz algorithm,
Higuchi’s algorithm etc. [33]–[40]. In this work, Higuchi’s
algorithm is used to calculate the FD of the image blocks [34].

Higuchi’s algorithm is a technique which is generally used
to calculate the fractal dimension, D of the time series data.
Consider N samples of finite series at regular intervals as
described in Equation (4):

X (1) ,X (2) ,X (4) . . . ,X (N ) (4)

From this series, Xmk can be obtained as defined in Equation 5
as:

Xmk = {X (m) ,X (m+ k) , . . . ,X
(
m+

[
N − m
k

]
k
)

(5)

where m ∈ [1, k] which denotes the initial time, k is the
interval time and [.] denotes the Gauss notation. Thus, k set
of new time series is obtained, which defines the FD of the
original series. Further, the length of each curve associated
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with Xmk is defined by Equation 6 as:

Lm (k)

=

(∑[
N−m
k

]
i=1 (X (m+ ik)− X (m+ (i− 1) k))

)(
N−1[
N−m
k

]
k

)
k

(6)

where N−1[
N−m
k

] is the normalization factor for the curve Xmk .

According to Higuchi, the average length of the curve follows
the power law i.e. 〈L(k)〉 ∝ k−D, and thus the curve is fractal
with dimensions D. In the curve of ln(L(k)) versus ln(1/k),
the slope of the least squares linear best fit is the estimate of
the fractal dimension.

C. ARNOLD TRANSFORM
Due to simplicity and periodicity, Arnold Transform is widely
used in digital image scrambling [41]–[44]. Image scram-
bling is a method of rearranging the entire pixel array of
the image, thus resulting in a completely disorganized and
encrypted image. The transform follows one to one mapping
and has one significant feature of periodicity, according to
which the original image after scrambling can be restored
back after several cycles. The number of permutations per-
formed while rearranging is of significant importance as it
acts as a secret key. This pseudo − random behavior of
Arnold transform is characteristic and is of utmost impor-
tance as without knowing the number of cycle or sequence
used, one cannot decrypt the image [45].

Consider a square image of N × N representing
a 2 – D image, then the transformation of the pixel point (x, y)
of the original image to pixel point (x, y) of the encrypted
image can be represented by Equation 7 as:[

x ′

y′

]
=

[
1 1
1 2

] [
x
y

]
mod(N ) (7)

where mod is the mathematical modular operator. The factor
N is the image’s size dependent parameter which decides the
transformation’s periodicity or the period p. The cover image
is first scrambled in iterative procedures of n cycles, which
acts as a key in the de scrambling process, and the scrambled
image is retrieved using iterative inverse Arnold transform for
p− n cycles. The inverse Arnold Transform, which can be
used to restore back the original image, can be represented
by Equation 8:[

x
y

]
=

[
1 −1
−1 2

] [
x ′

y′

]
+

[
N
N

]
mod(N ) (8)

Figure 4 depicts the procedure of Arnold transform. It can be
understood as an iterative process of stretching and shearing,
and translating back to the square matrix, resulting in an
invertible matrix that preserves the image features but looks
distorted. The inverse Arnold transform follows the same
steps but in reverse order.

FIGURE 4. Illustration showing scrambling through Arnold transform.

D. HUMAN VISUAL SYSTEM MODEL & MAMDANI FIS
The Human Visual System (HVS) model is one of the
widely used techniques in image processing for analyz-
ing subjective qualities and to improve the imperceptibility
of the image. It helps strengthen the technique by mak-
ing the watermark adaptive to the original image’s fea-
tures, thus ensuring excellent imperceptibility. Literature has
reported various approaches for calculating the HVS like
Barni et. al. [46] has proposed three rules of disturbs
and sensitivities to texture and regions of the image.
Delaigle et. al. [47] proposed FFT basedHVSmasking proce-
dural, and Kutter andWinkler [48] has used isotropic contrast
function with frequency to spatial domain transformation.
In theWatson model, three feature: luminance, edge and con-
trast, are considered while defining the perpetual quality of
the image [49]. The luminance sensitivity and edge sensitivity
are computed using a threshold value, and contrast sensitivity
computed using a variance.

In aMamdani Fuzzy Interface System, the output, which is
a fuzzy set, is controlled using a linguistic control rules. The
fuzzy set is derived using the output membership function
and the implication method of FIS. The multiple fuzzy sets
so obtained are then combined using the FIS aggregation
method. Finally, defuzzification is carried out to get the final
crisp values. A Mamdani type FIS system setup in Matlab is
depicted in Figure 5.

FIGURE 5. Block diagram for Mamdani based Fuzzy Interface System.

E. HISTOGRAM OF ORIENTED GRADIENTS
The Histogram of oriented gradients (HOG) is used as a fea-
ture descriptor in image recognition domains where the image
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features are extracted from the edges of the local regions
of the target image. This characterizes the orientation and
magnitude values of the pixels in the two-dimensional planes.
TheHOG can be realized using a grid of (2×Number of Bins)
rose plots spaced uniformly. The rose plot depicts the gradi-
ent orientation distribution in a HOG cell, and in each cell,
the contribution of each orientation is depicted by the length
of each petal.

Consider the image shown in Figure 6 with 4 × 4 cells
constituting a HOG block. The HOG feature extraction con-
siders this as m × n block and generates a feature vector
consisting of HOG blocks arranged in sequential order. Each
HOG block is represented using a cell histogram which is
(1−Number of Bins) where the number of bins represents the
dimensions of orientation histogram. The larger the number
of bins, the better is the orientation details. Figure 5 illustrates
the HOG feature extraction procedure.

FIGURE 6. Illustration showing histogram of oriented gradients (HOG)
feature calculations.

F. EXTREME LEARNING MACHINES
Extreme Learning Machine (ELM) is a single layer feed −
forward neural network (SLFN). The ELM works on allo-
cating the input weights and hidden layers biases using
continuous determined probability distribution systems, and
finally, the output weights are calculated using the Moore
− Penrose method [50], [51]. Consider the training samples
(xi, yi)i=1,2...N with x i ∈ Rn, yi ∈ Rm and N is the number of
hidden neurons. The output of the single hidden layer feed−
forward neural network with activation function g : R → R
can be modelled using Equation 9:

N∑
k=0

βkg (〈wk1, xi〉 + bk) = yi ∀i ∈ 1, 2 . . .N (9)

where wk = (wk1,wk2,...wkn) defines the weighting vec-
tor connecting k th hidden neuron to the input node and
βk = (βk1, βk2,...wkn ) is the weighting factor connecting the
k th hidden neuron to the output node and bk is the threshold

bias of k th hidden neuron. The factors wk and βk are ran-
domly selected in accordance with the continuous probability
distribution function. Thus, Equation 9 can be interpreted as
Equation 10:

Hβ = Y (10)

The solutions of Equation 9 can be described using
Equation 11:

β ′=H∗Y (11)

whereH∗ is theMoore – Penrose inverse of the hidden – layer
output matrix H .

III. METHODOLOGY
Figure 7 presents the flowchart of the proposed water-
marking methodology and is illustrated in detail through
Figure 8, 11 and 12. The simulations are carried using
MathWorks MATLAB [52]. Four different grayscale host
images - Lena, Airfield, Peppers and Mandrill were
used for watermark embedding. The complete drill fol-
lowed in this work can be categorized into three groups:
(1) Pre – processing for the generation of watermark-
ing sequence, which is covered in subsection A – F;
(2) Watermark Embedding to obtain the final signed image,
which is covered in subsection G; and (4) Semi – Blind
Watermark extraction to retrieve back the watermarking
coefficients from the signed image which is covered in
subsection H.

A. CALCULATIONS OF FRACTAL DIMENSIONS
At first, the 512× 512 sized host images is subjected to block
coding, which generates 1024 blocks of size 16× 16. Each of
this block is then featured into their respective unique fractal
dimensions ([FDi]) using Higuchi’s algorithm and stored in
a 32 × 32 matrix.

To ensure better security, two-level encryption has been
introduced in the proposed watermarking scheme, first using
Arnold transform and second using the chaotic sequence used
to train the ELM Model 2.

B. SCRAMBLING USING ARNOLD TRANSFORM
The 32 × 32 blocks are iteratively passed to the scrambling
system, and the corresponding periodicity is determined.
The image’s periodicity is a function of image size and
dimensions. For the present work, a periodicity of 24 is
obtained. The fractal matrix can then be scrambled for any
number or iterations, which then act as the unique key for
image encryption. The transformed matrix ([FDj]) is con-
verted into a vector of size 1024 × 1 using zig – zag scan
((32 × 32)→ (1024 × 1)), which forms the base for all the
further processing.

C. HUMAN VISUAL SYSTEM AND FUZZY INTERFACE
The three features − luminosity, edge and contrast terms are
obtained and stored in

[
Lj
]
,[Ej] and [Cj] respectively. These

blocks are then fed to the Mamdani FIS system driven by a
set of 10 interference rule as proposed by Watson [49], and
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FIGURE 7. Flowchart of the proposed watermarking technique.

FIGURE 8. Flowchart explaining pre-processing steps for the watermark sequencing.

the 1024 × 1 matrix representing single weighted output is
obtained. Figure 8 shows the interference process illustrat-
ing the role of membership functions and weighting factors.
Figure 9 shows the weighting factor generated as a func-
tion of the three indices: Luminous, edge and contrast. The
weighting factors as generated by the FIS system is of utmost
importance as it is later used as labels or weight for individual
elements and is used in the preparation of the training data for
the neural network.

D. HISTOGRAM OF ORIENTED GRADIENTS
The image blocks corresponding to the fractal array after
zig − zag scan is parsed for extracting HOG features. The
features are extracted using 4 × 4 cells and using 9 bins.
Since the input is 1024 × 1, 1/3rd of the total size, i.e. 324,
results in the output of size 1024 × 324. This array is con-
catenated with the weighting factor earlier generated using
the FIS Mamdani system and is fed into the ELM Model 1
for training.
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FIGURE 9. Illustration explaining the role of membership functions and
effect on weighting factors in HVS-FIS.

E. CHAOTIC SIGNALS GENERATION AND DATA
PREPARATION
The chaotic signals generated throughMemristor based non –
linear oscillators are further used for improving the robust-
ness of the proposed scheme. The signals are stored in a
row vector, and a total of 1024 unique signals are generated.
For each signal, 342 sample points are taken for building
up the training dataset. The so obtained 1024 × 342 matrix
is modified by concatenating the weighting factor matrix
generated by FIS, and the final dataset is fed to the ELM
Model 2 for subsequent training and testing.

F. EXTREME LEARNING MACHINE MODEL
In this work, two ELM models are used. One machine is
trainedwith thematrix obtained from theHOG feature extrac-
tion procedure, and the other ELM model is trained with the
unique sets of chaotic signals. The ELM is a single-layer
network with 10 hidden neurons, and the sigmoid activation
function is used. The output of each ELM is a 1024× 1 vector.
The two ELM dataset obtained as output are combined using
the weighted sum method, and the final matrix sequence is
obtained. The output so obtained is the required watermarked
sequence (Xi).

G. WATERMARK EMBEDDING
The ELM Model 1 and 2 so trained using HOG fea-
tures and chaotic signals, respectively, were used in weights
of 50% to generate the final watermarking coefficients
denoted by (Xi). Consequently, for watermark embedding,
each block of [FDj] is read in order as dictated using zig – zag
scan and transformed using discrete cosine transform (DCT).
The 2D – DCT converts the image bock from Spatial to Fre-
quency domain that can be categorized into low, mid and high
frequency bands. The entire block in the frequency domain
consists of AC coefficients, except at the (0,0) index, which
corresponds to theDC coefficient. The saidDC coefficient for
all the blocks are extracted for embedding the watermarking
coefficients. The watermark embedding method used here is

the one proposed by Cox et. al. [54]. The formula used is
described in Equation 12 as:

V ′i = Vi(1+ δX i) (12)

where Vi represents the host image coefficient and δ is the
scaling factor. The extracted DC coefficient is used as Vi in
the above Equation. The modified value of the DC coefficient
so obtained is used to replace the previous DC coefficients,
and inverse discrete cosine transform (IDCT) is performed
to retransform the signal back to the spatial domain. Since
Arnold Transform was used in the preliminary stages for
scrambling, inverse zig – zag scan is applied and, the original
block locations are obtained after subjecting it to the Arnold
Transform for the remaining iterations. This restores the orig-
inal image.

H. SEMI - BLIND WATERMARK EXTRACTION
Watermark extraction involves the same set as pre – pro-
cessing tasks and prediction using ELM. The signed image
and the chaotic signal generated using Chua’s circuit are
subjected to the same pre – processing tasks described in
subsection A – F. The HOG features-based dataset and the
chaotic signal dependent dataset is generated, and the pre-
pared data is tested using the trained ELM models. The
1024 × 1 sized output of the ELM models are added using
a sum of weighted mean, and finally, the watermark is
extracted.

IV. RESULTS AND DISCUSSION
The proposed approach discusses a double encryption tech-
nique for image watermarking. The architecture uses several
distinguishing features enhancing its robustness, impercep-
tibility and security. Not only this, but the processing time
is also found to competitive with state − of − the – art
watermarking techniques.

Arnold transform used for image scrambling eliminates the
spatial correlation of image pixel, making the watermarking
process distinguishably robust. The unique key so generated
forces a layer of encryption, thus enhances the security. Fur-
thermore, the presented approach is based on using index
features of the image luminance, edge and contrast, which
ensures a high level of security and excellent resistance to
watermarking attacks. Considering the geometric attacks,
the proposed scheme has HOG features as one of the base
for training models as histogram distribution of an image
are generally invariant under attacks. Considering the need
to have efficient processing of color images in copyrights,
the proposed algorithm can also be used for colored images.
It is due to this feature; the proposed algorithm is reliable and
applicable to a vast variety of digital media. The second level
of encryption is based on the chaotic signals, which usually is
based on using the pseudo − random and dynamic property
of signals. A chaotic oscillator is developed using Memristor,
which acts as a chaotic signal generator. Since training is
also based on these signals, another key is required in order
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FIGURE 10. Evolution of weighting factor as a function of luminous, edge and contrast terms.

FIGURE 11. Flowchart explaining water embedding methodology.

to perform proper decryption, which further makes the sys-
tem secure. The results so presented are experimentally vali-
dated using hardware setup with the simulation deck, which
proves the proposed technique’s possible implementations in
real–time applications.

Imperceptibility or invisibility can be related to the con-
cealment of digital watermarks. If a watermark can’t be visu-
ally detected by the human visual system, it is said to be
imperceptible. Watermark imperceptibility can be evaluated
using metrics like Peak Signal to Noise Ratio (PSNR), Mean
Square Error (MSE) and Structural Similarity Index (SSIM).
The security depicts howmuch encrypted the process is. If the
watermark is somehow extracted, it is impossible to embed it
back to its original form without the encryption key, thus the
watermark is said to be secure. The watermark’s robustness
is its ability to resist change in the embedded watermark
due to changes in the watermark carrier data. Watermark
robustness is generally measured with metrics like Normal-
ized Cross-Correlation (NC).

The performance analysis in terms of robustness, security
and imperceptibility of the proposed architecture is tested
on digital attack benchmarks. The signed images are applied

to 21 StirMark benchmarks [55], and then the watermark
is extracted from the attacked images. The performance of
the technique was assessed using various metrics discussed
below.

A. STRUCTURAL SIMILARITY INDEX
The Structural Similarity Index (SSIM) is the quality assess-
ment index for measuring the similarity between the host
image and the watermarked image. Numerically, SSIM lies in
the range of 0 to 1 with 1 perfect structural similarity between
two images and 0 being the worst case depicting that the two
images doesn’t share the similarity. Equation 13 realizes the
SSIM metric as follows:

SSIM
(
I , I ′

)
= [l

(
I , I ′

)
]α.[c

(
I , I ′

)
]β [s

(
I , I ′

)
]γ (13)

where I (i, j) denotes the host image, I ′(i, j) denotes the signed
image, α, β and γ are the exponents for luminance, contrasts
and structural terms respectively and l

(
I , I ′

)
, c
(
I , I ′

)
and

s(I , I ′) can be described by Equation 14:

l
(
I , I ′

)
=

2µIµI ′ + C1

µ2
I + µ

2
I + C1
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FIGURE 12. Flowchart explaining the procedure for semi-blind watermarks extraction.

c
(
I , I ′

)
=

2σIσI ′ + C2

σ 2
I + σ

2
I + C2

s
(
I , I ′

)
=

σII ′ + C3

σIσI ′ + C3
(14)

where µI and µI ′ are the local means, σI and σI ′ are the local
standard deviation and σII ′ are the cross − covariance for
images I and I ′. When α = β = γ = 1 and c3 = c2/2, the
SSIM metric simplifies to and is expressed in Equation 15.

SSIM
(
I , I ′

)
=

(2µIµI ′ + C1) (2σII ′ + C2)

(µ2
I + µ

2
I ′ + C1)(σ 2

I + σ
2
I ′ + C2)

(15)

For a 2D image, the SSIM is generally calculated using a
sliding Gaussian window or block and is made to traverse
the image pixel by pixel generating the SSIM quality map.
Figure 12 depicts the SSIM as a function of the scaling factor.
As observed from the figure, the SSIM factor for all the
four images under consideration lies well near 1, indicating
that the watermarked images are similar and hence offers an
excellent imperceptibility and invisibility to the watermarked
image. Table 1 shows the objective metrics for different host
image with watermark with respect to the scaling factor. Near
to 1 value of SSIM over the entire range of scaling factor point
towards the excellent imperceptibility achieved.

B. NORMALIZED CROSS CORRELATION
Normalized Cross Correlation (NC) is used to judge the
image similarity between two images. Since the NC is found
to be less sensitive to linear change in the amplitude of illumi-
nation, it is one of the most commonly used metric in image
processing tasks. Generally confined in the range between
−1 and 1, the NC provides an edge over cross correlation
by easing the threshold value selection and in other analysis.

In this work, the cross – correlation of the watermark and
signed image both before and after attacks are studied. The
former is done to assess the robustness of the semi – blind
watermarking technique, while the latter is done to assess the
overall performance of the proposed scheme on the image
containing the watermarking coefficients. NC metrics can be
represented using Equation 16:

NC
(
W ,W ′

)
=

∑m
i=1

∑n
j=1 [W (i, j) ∗W ′ (i, j)]∑m

i=1
∑n

j=1 [W (i, j)]2

NC
(
I , I ′

)
=

∑m
i=1

∑n
j=1 [I (i, j) ∗ I

′ (i, j)]∑m
i=1

∑n
j=1 [I (i, j)]

2 (16)

where, p and q are the rows and columns of the watermarking
sequence. W (i, j) and W ′(i, j) are the watermarking coeffi-
cients of the original and watermarked sequence, respectively
and I (i, j) and I ′(i, j) denotes the host and the signed image
respectively. The higher the value of NC, the better is the
system’s robustness to the vulnerable digital attacks. More
specifically, a higher value of NC(W,W’) dictates that the
watermark so embedded into the original sequence and that
extracted using semi – blind extraction routine shares a high
degree of correlation with the original version indicating
robustness of the extraction procedure. After subjecting the
signed image to various attacks, the attacked image will
lose its correlation with the original image, which is evident
from the PSNR, NC(I,I’), SSIM, and BER values indicated
in Table 2. This is done deliberately in an attempt to destroy
the embedded watermark. However, when the watermarking
coefficients are extracted from the attacked image, the cross –
correlation of the watermark i.e. NC(W,W’), still remains
close to unity, indicating the robustness of the proposed
scheme.
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TABLE 1. Computed SSIM, PSNR, BER and NC metric as a function of scaling factor (δ).

Figure 14 shows the NC of the signed and original image.
As clearly visible, the high values of NC’s for all four images
prove the robustness of the proposed watermarking tech-
nique. In the presented scheme, the NC’s value is above 90%
in almost all cases depicts excellent robustness, and hence
the resilience of the proposed algorithm. It is because, in the
proposed scheme, the watermark embedding is carried out by
modifying the DC coefficients of the adjacent blocks. This
results in an invariably small change in the pixel domain
hence leading to a better quality. Moreover, it is worthy to
note that if AC coefficient from mid – frequency sub – band
are chosen instead of the DC coefficient, the pixel domain
changes can be further minimized, and the image quality
can be enhanced. However, most image processing attacks

are directed towards the mid – and high – frequency coef-
ficients, which significantly deteriorates the watermarking
coefficients, thereby defeating the main objective of robust
image watermarking scheme.

C. BIT ERROR RATE
The bit error rate (BER) represents the number of error bits
received per unit time. Mathematically, it can be obtained
by dividing the number of bits that have been altered while
processing by the total of transferred bits. Mathematically,
BER can be described using Equation 17 as:

BER(I , I ′) =
1
mn

 m∑
i=1

n∑
j=1

I (i, j)⊕I ′(i, j)

 (17)
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TABLE 2. Evaluation of Stirmark attacks on the signed images for
different host images.

TABLE 2. (Continued.) Evaluation of Stirmark attacks on the signed
images for different host images.
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TABLE 2. (Continued.) Evaluation of Stirmark attacks on the signed
images for different host images.

TABLE 2. (Continued.) Evaluation of Stirmark attacks on the signed
images for different host images.
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TABLE 2. (Continued.) Evaluation of Stirmark attacks on the signed
images for different host images.

FIGURE 13. SSIM metric for different images under consideration as a
function of scaling factor.

where I and I ′ represent the original and the signed image,
respectively. Ideally, BER is zero, which shows that the two
images share a good proportion of resemblance. The various
BER metrics of the images under consideration are summa-
rized in Figure 14. The BER lies well below 0.50 for all

FIGURE 14. NCC metric for signed image (black) and watermarked image
(red) under consideration as a function of scaling factor.

scaling factors, which proves highly robust for the image
processing operations and even close to 0 for the small
scaling factor. Further, it is evident from the figure that as
the scaling factor’s value decreases, the system’s robustness
is also increased as far as the BER is concerned. How-
ever, the strength of watermarking coefficients gets signifi-
cantly affected and becomes vulnerable to image processing
attacks.

D. PEAK SIGNAL TO NOISE RATIO
Peak Signal to Noise is the ratio of the signal’s maximum pos-
sible power to the power of corrupting noise signal. PSNR is
generally expressed in terms of the logarithm of mean square
error, as demonstrated through Equation 18 and Equation 19.

MSE(I , I ′) =
1
mn

m−1∑
i=1

n−1∑
j=1

[I (i, j)−I ′ (i, j)

2

(18)

PSNR(I , I ′) = 10log10(
2v − 1
MSE

) (19)

where v is the minimum number of bits depicting the max-
imum intensity in a given image, I (i, j) and I ′(i, j) denotes
the host and the watermarked image, respectively, and m and
n represent the number of rows and columns in the original
image. The evolution of PSNR as a function of the scaling
factor is depicted in Figure 14. An intersection between the
PSNR and BER curves is used to determine the optimum
scaling factor

(
δOptimum

)
which is later used to assess the

proposed watermark scheme through StirMark attacks. Fur-
ther, if the intersection point of the PSNR and BER is traced,
a shift in optimum scaling factor is obtained, enabling us
to adjust the other parameters to enhance the overall system
performance. The shift and the values of variousmetric can be
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FIGURE 15. PSNR and BER metrics for different images under
consideration and optimization of the scaling factor.

related to the random weight allocation in the ELM [10]. It is
worth mentioning that the ELM training and testing time in
all the cases are extremely small and lies in the range of mili –
seconds (70 – 90 msec for 20 iterations) which prompts the
extremely high computational speed and testing time.

For watermark embedding procedure, the NC(I,I’) lie close
to unity, indicating that the signed image still has a high
degree of correlation with the host image. Under semi blind
extraction, NC(W,W’) as observed, lies close to unity, indi-
cating that the proposed scheme is able to extract the water-
mark, and that the extracted watermarking coefficients have
a high degree of correlation with the coefficients that were
embedded in the initial phase. Further, after deliberately
subjecting the signed images to heavy image processing
attacks, evident from the seriously degraded PSNR, BER,
SSIM, and NC(I,I’) values, the extracted watermark still has
a high degree of correlation with the original watermarking
coefficients.

E. PERFORMANCE ANALYSIS UNDER ATTACKS
Table 3 shows the computational performance of the images
on StirMark benchmark when signed images are subjected
to various image processing tasks. Two main cases are con-
sidered: (1.) Single attack and (2.) Hybrid attacks where the
image is subjected to more than 1 attack at a time. The
benchmark so chosen de – synchronizes the algorithm using
random bilinear geometrical distortion and is one of the sim-
plest tools for testing the robustness of the digital watermark
architecture. Seriously degraded PSNR, SSIM, BER, and NC
values for the image justify the StirMark attacks carried out
on the image in a deliberate attempt to destroy the watermark
and hence are an effective way to evaluate the performance
of the algorithm [10]. Figure 16 depicts the hybrid attack.
To comment on the robustness in severe conditions of digital
attack, the signed image is subjected to 5 combined attack and

TABLE 3. Security testing on the Lena Image for scaling factor =
0.45 with PSNR = 46.50, SSIM = 0.97, BER = 0.26 and NC = 0.95.

the attacked image is visualized in Figure 16. The seriously
degraded values of PSNR, SSIM, BER, and NC(I,I’) demon-
strate the intensity of image processing attacks so studied
to evaluate the robustness of the proposed scheme From the
NC(W,W’) metrics, only 1.5% degradation is observed in
case of image resizing which depicts excellence resilience
of the technique to resizing attacks. In case of cropping
and replacing which seems to be the worst case amongst
all the single attack, the maximum degradation of 8.42%
in NC(W,W’) is recorded with is accompanied with 0.087,
0.250 and 27.16 dB change in BER, PSNR and SSIM index.
While in case of filtering and noise, the algorithm is still able
to extract the recognizable watermarking coefficients from
the attacked images. Same can also be concluded from the
subjective quality of the image as depicted.

To test the performance under extreme conditions, the pro-
posed technique was tested under 5 simultaneous attacks.
To the best of authors knowledge, a maximum of 2 − 3
combined attacks have been studied in [2] and there has
been no work reported which deals with such extreme cases
of 5 attacks covering blurring, filtering and noise operations
simultaneously. The seriously degraded values of PSNR,
SSIM, BER, NC(I,I’) justify the worst case image processing
attacks that were deliberately applied to destroy the water-
marking coefficients in the singed image. However, a high
value of NC(W,W’) justifies the robustness of the proposed
scheme against vulnerable attacks. To assess other traits,
SSIM and PSNR have also been studied. SSIM which is
originally based on image distortion model utilizes features
like loss of correlation, luminance distortion and contrast
distortion while the PSNR metrics are based on the mean
square error are more consistent in studying the effect of
gaussian noises [56]. However, since a variety of cases other
than gaussian noise have also been considered, so it becomes
crucial to understand the evolution of both the metrics under
various conditions and obtain a tradeoff. In our case, the ran-
dom weight allocation may be the reason to such sensitivity
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FIGURE 16. Visualization of (a) Original host (Lena) Image (b) Attacked
Lena image under hybrid attack (Gaussian Blur 2std dev + Median Filter
(Aperture 5) + Salt and Pepper (5% Noise) + Gaussian Noise
(Var = 0.05) + Speckle Noise (Var = 0.05)).

in SSIM and PSNR values. Overall, based on SSIM and
PSNR metrics of image under attack, the visual quality of
the image is distorted because of which it loses its corre-
lation and structural similarities and the objective quality is
slightly degraded.While a good value of NC(W,W) even after
attacks reflects the extraction of original watermark is achiev-
able and that the proposed scheme is robust and resilient to
attacks.

F. COMPUTATIONAL TIME ANALYSIS
The evolution of PSNR, SSIM, BER, and NC metrics over
20 iterations has been depicted in Fig. 17. It is to be noted
that the real – time performance of the proposed scheme is
ensured by adopting a fast single layer feed – forward neural
network (SLFN) called the ELM, which relies on random
weight allocation in the ELM Model [10], [50], [51] which
gives training and testing time spans for the trained models
within 70 – 90 msec range. It is due to the random weight
allocation, that the PSNR, SSIM, BER, and NC metrics so
presented will vary with each iteration. However, it is to be
noted that the variation in each metric is small, and in some
iterations, outperform all the metrics when compared with
the published literature, already summarized in Table 3. Fur-
ther, since Memristors are not available yet as a commercial
product, the OP – Amp realization of the Chua’s diode, will
demonstrate slight variations in the Chaotic Signals, which
will depend on both the slew rate of the OP – Amp ICs and
the tolerance of the circuit components so used for realizing
the memristive oscillators.

Figure 17 depicts the evolution of different performance
metrics for the different host images so considered in this
work. Also presented is the computational time complexity
for the embedding and semi – blind extraction procedures.
From the analysis, it can be seen that embedding time spans
over few seconds and semi − blind extraction routine which
involves the entire routine depicted in Figure 12, including
the generation of chaotic dataset spans within a few seconds.
This lies in the expected range as previously reported in the
literature [58], [12]. As far as the payload is concerned, since
the proposed scheme relies on the watermark sequence and
not on the embedded image, a better payload capability can
be inferred.

FIGURE 17. Evolution of different performance metrics for the various
host images over a set of 20 iterations. Also presented is the
computational time analysis for embedding and semi – blind extraction
procedures.

G. SECURITY CONCERNS
In order to test the security concerns, the scheme is tested
in a number of false conditions. Table 3 summarizes the
results of the key space and key sensitivity analysis per-
formed on the Lena Image. In the complete method, three
main keys enforces the security. First during the scrambling
using Arnold transform which decides the Arnold’s period-
icity. As depicting in case 6, a mismatch in the Arnold’s
key greatly reduces the NC metric of the watermark to the
value of 0.1964 which demonstrates inaccurate extraction
of the watermarking coefficients. The initial conditions and
the coefficients of the memristive based chaotic oscillator
acts as a second key. On varying theses secure keys, again a
large degradation in the NC(W,W’) metric is observed, which
depicts the security of the proposed scheme. The third secure
is generated during the final watermark generation using
the trained data of the two ELM models. Table 3 discusses
the four cases of weights mismatch from which it can be
concluded that the random weight allocation in the ELM too
enforces a high degree of security. It is worth mentioning
that, these cases have been studied separately here. In actual
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TABLE 4. Comparison of NC(W,W’) in presence of image processing
attacks with state − of − the − art techniques. Comparison is drawn
considering similar host images with dimensions 512× 512.

TABLE 5. Comparison of PSNR and SSIM in absence of image processing
attacks with state − of − the − art techniques.

scenario, all these will combine and further strengthen the key
sensitivity of the proposed scheme.

H. COMPARISON WITH PUBLISHED LITERATURE
The watermarking scheme proposed in this work based on
Memristive Chaotic signals is compared with some state− of
− the− art techniques. A comparison is presented in Table 4,
which compares the NC values of the watermark after sub-
jecting the signed images to StirMark attacks. Table 5 com-
pares the PSNR and SSIMmetric before subjecting the image
to processing attacks, with various recent works. It is to be
noted that the comparison with published literature is done

ensuring similar host images and similar dimensions. All
the references consider a host image of size 512 × 512.
From Table 5 and 6, it can be concluded that the presented
technique offers competitive performance in terms of robust-
ness and imperceptibility in comparison to the semi – blind
watermarking techniques published in literature. The table
further establishes the superiority of the proposed technique
in comparison to the state − of − the − art algorithms.

V. CONCLUSION AND FUTURE SCOPE
In this work, a novel secure and robust digital image
watermarking technique is proposed. Double encryption is
implemented using Arnold transform andMemristive chaotic
signals. The proposed embedding technique is based on frac-
tal dimensions extracted using Higuchi’s algorithm, which is
scrambled using Arnold transform. The unique key is stored
for embedding and extraction procedures. To establish exper-
imental validations, the chaotic signals were generated using
Memristor based chaotic oscillator. The proposed scheme
incorporates two ELM models trained using HOG features
and chaotic signals, and the output was combined using a sum
of weighted averages. Semi – Blind Watermark embedding
and extraction were followed, and an in-depth analysis using
various figure of metrics were carried out. From the results
presented, the proposed technique is proved to be robust and
secure and establishes its significance in various applications.
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