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ABSTRACT To predict key variables of complicated batch processes, the long short-term memory (LSTM)
soft sensor is developed to deal with both data nonlinearity and dynamics. To extract proper historical samples
and implement the real-time modeling scheme with model updating strategy, the just-in-time learning (JITL)
algorithm is widely used at the data selection stage of LSTM soft sensor. However, the multiphase issue of
batch processes are not considered for the conventional JITL-LSTM soft sensor. In this paper, a multiphase
Mahalanobis distance based JITL framework is developed to integrate the phase recognition strategy into
the similarity measurement and data selection scheme, by which an extra step of phase identification can be
avoided and the accuracy of JITL can be significantly improved. Thus, batch samples from different operating
phases can be recognized without an additional phase identification step. By the use of the Mahalanobis
Distance based JITL-LSTM Soft Sensor, the probability of data mismatch can be significantly reduced so
that the accuracy of quality prediction can be promoted. Two simulation cases are provided to verify the
effectiveness of the proposed method consisting of a fed-batch reactor process and the penicillin fermentation
process.

INDEX TERMS Soft sensor, batch production systems, multiphase Mahalanobis distance, long short-term

memory, just-in-time learning.

I. INTRODUCTION

Both batch and continuous processes are important modes
of production in modern industry. Recently, with the rapid
development of process industry, the proportion of batch
processes is growing due to the increasing demand of high-
value products such as pharmaceuticals, polymers and semi-
conductors [1]-[6]. In terms of the situation, researchers
focus on the quality prediction and monitoring problem of
batch processes to ensure the product quality and process
safety. However, the related research starts late so that it is
common to apply the soft sensors designing for continuous
processes to batch processes. Different from the continuous
processes with steady operating condition, the batch process
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is always involved with frequently changed conditions. In
fact, the statistical characteristics of the data collected from
the batch process is more complicated than the continuous
process [7]-[9].

To make full use of the batch process data to achieve
the quality prediction scheme, several methods based on the
multivariate statistical process control (MSPC) are developed
in the past decades [10]-[12]. Several data-based soft sensors,
which construct prediction models by extracting the latent
data relationship between easy-to-measure process variables
and quality variables are designed by researchers for batch
processes. For instance, the partial least squares regression
(PLSR) [13]-[15], the support vector regression (SVR) [16],
[17] are conventional soft sensors for batch processes, while
the artificial neural network (ANN) [18], [19] based methods
are investigated to in recent years. By the use of these methods
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and their improved forms, some complex data characteristics
caused by the within-batch variations can be handled with.
Kernel functions are adopted in PLSR and SVR based meth-
ods to deal with the nonlinear feature of process data, while
a few time-series modeling methods are developed to solve
the data dynamics. Among these methods, ANN is one of the
most widely used model in recent years due to its advantage
on dealing with process data with large scale, high dimen-
sion and nonlinear feature. However, the training procedure
of ANN becomes difficult to accomplish since the gradient
exploding problem will take place when the network structure
is complicated.

To overcome the deficiencies of ANN, the deep learn-
ing algorithms are developed by improving the net-
work structure and the training strategy, which has been
applied to many areas such as the natural language
processing (NLP) [20], [21], image processing [22], [23],
pattern recognition [24], etc.. In the past decade, deep learn-
ing algorithms are also exploited to predict key variables
of the industrial process [25]. Yuan and his research group
develop several quality-relevant feature representation meth-
ods for the soft sensor modeling based on the stacked auto-
encoder (SAE) [26]-[28]. As an advanced structure of the
conventional ANN, SAE is able to provide a more effi-
cient modeling strategy to deal with the large-scale com-
plex network and data nonlinearity. However, the SAE soft
sensor is under the assumption that the process samples are
independent. In practical industrial process, the temporal cor-
relations of the time-series data should be taken into consider-
ation. To extract the time-varying characteristic, the recurrent
neural network (RNN) is introduced to construct nonlinear
dynamic soft sensor models for the batch processes [29],
[30]. However, RNN is also suffered from the issue of the
gradient exploding because of its network structure. To this
end, the LSTM neural network is designed with the concept of
memory cells and gates. Although the LSTM based modeling
issue has been studied for a long time, the history of its
applications on the data-driven industry process modeling
and quality prediction is only a few years. The LSTM based
method has been proved as an efficient soft sensor model for
nonlinear dynamic industrial processes, which can provide a
better performance than the traditional models such as PLS,
SAE and RNN [31].

As is known to all that the quality prediction performance
of the LSTM based soft sensors is significant. However, the
problem of the selection of modeling samples has not been
studied intensively. Most existing LSTM based soft sensors
used in the batch process are carried out by the global mod-
eling strategy. However, the operating condition may vary
from one batch to another gradually due to the raw material
residual, the equipment aging, the external environment and
other process uncertainties. As a result, it will lead to diverse
batch trajectories because of the existence of batch-to-batch
variations. Under such a situation, the performance of a static
model constructed by the global learning strategy is not sat-
isfying so that model updating is necessary. To implement
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the online local modeling scheme, the JITL algorithm is
developed for model updating. Similarity measurements are
conducted to extract the most relevant historical samples to
construct the real-time model. Combined with soft sensor
models, several JITL based quality prediction methods have
been proposed for industrial processes [32], [33]. It is noted
that most of the JITL based soft sensors study the data char-
acteristics in the modeling stage, where the similarity mea-
surement stage contributes little to the problem. Besides, the
multiphase feature of the batch process has not been focused
on in recent works of the soft sensor scheme. As a result, the
mismatch of samples belonging to different operating phases
may take place and an inaccurate online local soft sensor
model will be constructed. Thus, the prediction result will
definitely deviate from the true value although the current
input trajectory is similar to the historical modeling trajectory.

Due to the aforementioned deficiency of the conventional
JITL based soft sensor, the main purpose of this work is to
develop an improved metric learning strategy for the JITL
algorithm, where historical samples of different phases will
no longer be extracted as the modeling samples. In order
to address the problem of the multiple operating phases of
the batch process and make full use of the JITL strategy,
a multiphase Mahalanobis distance based JITL (MMIJITL)
method is designed to improve the performance of the rele-
vant data collection step. A multiphase metric learning strat-
egy is introduced with triplet constraints to determine the
Mahalanobis matrix before the implementation of JITL. The
samples belonging to different operating phases are expected
to be discriminated without a specific phase identification
step. Combined with the nonlinear dynamic LSTM soft sen-
sor model, both the within-batch data characteristics and
the batch-to-batch variations of the multiphase batch process
can be handled with. Therefore, the prediction accuracy of
the online local LSTM model can be significantly improved
due to the novel modeling sample selection strategy based
on JITL.

The rest of this paper is presented as follows. The next
section provides a brief introduction of the fundamental
approaches. Section 3 described the methodology and the
procedure of the proposed MMIJITL-LSTM soft sensor in
detail. Then, 2 simulation cases are carried out as the testifi-
cation of the proposed method. Finally, conclusions are made
and future works are prospected.

Il. PRELIMINARIES

A. EUCLIDEAN DISTANCE BASED JITL

For a stationary process, it is feasible to construct a con-
ventional offline global model since all process samples
can be involved with similar data characteristics. However,
for batch processes, especially for those complicated pro-
cesses with multiple operating phases, process dynamics
and nonlinearity should be taken into consideration. As
a result, the global learning and modeling strategy may
fail to capture complex process features within a single
model.
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FIGURE 1. The comparison between the global modeling and the JITL
modeling.

Recent years, the just-in-time learning method is devel-
oped to solve the aforementioned issues during the modeling
stage of complex processes. Different from the traditional
offline global learning, JITL is a local modeling technique by
extracting relevant historical samples according to a prede-
fined sample similarity measurement. Besides, the modeling
stage of the JITL is executed online and the model can be
continuously updated while the query samples are usually
varies during different phases. The procedure of the JITL can
mainly concluded to three steps. Firstly, historical samples
with the largest similarity index are selected as the online
modeling samples. Secondly, an online model for predic-
tion, monitoring or other applications is constructed with the
selected samples. Finally, the model output can be obtained
with the query samples and the trained online model. Taking
the quality prediction for example, the comparison between
the global modeling and the JITL strategy is presented in
Fig.1 [34].

The crucial point of the JITL method is to establish a
reasonable sample selection scheme. As aforementioned,
computations of the similarity between query samples and
historical samples are necessary to evaluate the sample rel-
evance. The most widely used similarity measurement is the
Euclidean distance based approach, which is described in (1).

di = |xg — xi
s;i = exp(—d;) (1)

where d; is the Euclidean distance between a query sample
x4 and the historical sample x;; s; is the final Euclidean dis-
tance based similarity factor. Therefore, samples with smaller
distance and larger similarity factor will be selected as the
potential online modeling samples.

In order to obtain a more precise similarity measure-
ment, the angle between samples are also considered as a
complementary factor to the Euclidean distance. Hence, the
improved similarity measurement is described in (2).

di = |xg =il
cos(@) = (g, 31}/ (| - Iill2)
si = hexp(=d) + (1= 2)cos@)  (2)

In addition, cos(6;) describes the angle between the query
sample and the x,, and the historical sample x;; A is the weight-
ing parameter as a tradeoff between the distance and angle.
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When A = 1, only the distance measurement is adopted as
Equation (1). It is noted that if cos(6;) < 0, the similarity
factor s; should be discarded since the direction of the vectors
for computation are absolutely opposite.

B. MAHALANOBIS DISTANCE BASED JITL

The Euclidean distance measures the absolute position of
samples, which may lose the information of the correlation
between different variables. To overcome the deficiency, the
Mahalanobis distance is proposed to extract data correlations
by developing a weighting matrix [35]. The Mahalanobis
distance based JITL method is shown in (3).

di = (xg— %) M (xg — x)
s; = exp(—d;) 3)

It can be inferred from (3) that an additional matrix M is
designed as the weighting matrix, which is a symmetric PSD
matrix named as Mahalanobis matrix. The most widely used
Mahalanobis matrix is the inverse matrix of the covariance
matrix S, where M = S~!. The definition of S is presented
in (4).

Yo (Xi = X)) (Y - ¥i)

n—1

S = 4)
where X;, Y; are two datasets and X;; Y; are their mean matrix,
respectively; n represents the total sample number in each
dataset. Thus, the information of the covariance is adopted as
the weighting factor during the calculation of Mahalanobis
distance between two samples. When S —1 — I, which means
it is an identity matrix, the Mahalanobis distance reduces to
the Euclidean distance.

C. LONG SHORT-TERM MEMORY NEURAL NETWORK
To address the vanishing error problem of the conventional
recurrent neural network (RNN), LSTM is developed as
an improved gradient-based framework. LSTM keeps the
advantage of RNN, where the time-varying and nonlinear
features of process data can be extracted properly. Besides,
by the development of cells and memory blocks, the explod-
ing gradient problem is solved and long-term information
is captured. Due to the aforementioned advantages, LSTM
has been successfully applied to the soft sensing problem
for complex processes with time-varying and nonlinear data
characteristics [36]. The detailed structure of the LSTM soft
sensor is illustrated in Fig.2.

According to Fig.2, the LSTM soft sensor model can be
summarized as (5).

ir = o(Wyixy + Wyihi—1 + b;)

¢; = tanh(Wyex; + Wichi—1 + be)

fi = o (Wyrxy + Wiehy—1 + by)
=01+ 06

01 = 0 (Wyoxy + Wpohi—1 + by)

hy = o; © tanh(c;)

5o = o (Wl + ) ®
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FIGURE 2. The structure of the LSTM soft sensor.
where i;, f;, 0; are the input gate, forget gate and output gate,
respectively; o (-) is the sigmoid activation function as

(©)

o) = 14e~>

X; is the model input at time instant ¢; &, is the hidden state
of the LSTM cell at time instant ¢; W,, are the weighting
parameters in different gate structures and b, are the biases;
¢; determines the relevant part of the cell input at time instant ¢
by a tanh function. Therefore, the cell state at time instant 7 ¢;
can be defined as the sum of two pointwise multiplications
involved with the information of the forget gate, the cell state
of the previous time instant, the input gate and ¢;. Hence, the
hidden state /; can be calculated by the pointwise multiplica-
tion of the output gate and the cell state. Finally, the predicted
output of the LSTM soft sensor y, can be figured out based
on h;.

To train a LSTM soft sensor with historical dataset, the
back propagation through time (BPTT) method can be used
to determine the model parameters as (7).

T A 2
Z;:1 (yt - yt)
T
+ Bl 1 Wiy + i1 Wy + 80r-1 W,

L =
oL
o
+ 88 WL
= )T 00 O (1 — tanh? (c,)) o

OG- (1—1i))
o = ()" © 0, © (1—tanh? ) © & © i - (1)
80, = (8h))T O tanh (¢;) © (07 - (1 — 01))
8¢ = )T ©0, (1 — tanh? (c,)) oy

o) (1 — tanh? (5,))
T
SWee =) (8%1.3)
T
SWae = D (8% hin)
T

Sbe =) 8% )

where L is the loss function; T is sample number for training;
8%, are the gradients of different model parameters at time
instant ¢; ® denotes the pointwise multiplication operation

(Sht ==

8

~
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for two vectors. Therefore, the prediction error between the
predicted output y, and the real output y; can be propagated
back through the time series. By the use of gradient descent
algorithms, the values of model parameters Wy, Wy, b, can
be determined after several iterations.

Ill. IMPROVED MIAHALANOBIS DISTANCE BASED
JITL-LSTM SOFT SENSOR

A. MULTIPHASE MAHALANOBIS DISTANCE and METRIC
LEARNING

When handling with the soft sensor problem of multiphase
batch processes, it is feasible to implement the JITL based
online local modeling and prediction. Different from the
multimode problem caused by batch-to-batch variations,
the within-batch multiphase feature indicates that several
operating stages exist during a single batch run due to the
mechanism of reactions. For complex batch processes, data
correlations always exist among process samples due to the
coupling of different process units. Therefore, the Maha-
lanobis distance tends to provide a better metric of similarity
comparison than the Euclidean distance based JITL. As men-
tioned in section 2, the key point of the Mahalanobis distance
is the determination of the Mahalanobis matrix M. M = S~ !,
which is the inverse form of the covariance matrix, is simple
to carry out. However, it is a global metric learning strategy
which regards all data samples as an entirety. The sample
diversity of different batch phases is expected to be exploited
during the Mahalanobis distance computation.

To this end, a multiphase LogDet Divergence based met-
ric learning algorithm is introduced to determine the Maha-
lanobis matrix M for the data of multiphase batch processes
[37], [38]. Assume n operating phases exist during a batch run
and given the process dataset X?, p = 1, 2, ..., n, it turns out
as an optimization problem to figure out the best M to mini-
mize the Mahalanobis distance between samples belonging to
the same phase and maximize the distance between samples
of different phases at the same time. In this work, the k-means
clustering algorithm is adopted to divide historical batches
into n phases. Define the Mahalanobis distance between two
samples as

dy (xl.’ Xj) = (xl- - xj)T M (xi — Xj) )

The metric learning of the multiphase Mahalanobis matrix
is shown in Fig.3, where the constraints of the optimization
problem can be illustrated as

Dy (X, X0) = du (.0 =,
xeXP, xeXP i#]j
Dy (le,X,?) =dy (xp,xg) > g,

i

W eXP, xleXl,p#q 9

where ¢ is the threshold which can distinguish samples of
one phase category from another; [ denotes the total sample
number of phase p and m is the sample number of phase g.
To satisfy the optimization constraints, integrated constraints
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named as triplet constraints are designed to simplify the
optimization problem. The triplet constraints {le , X]‘." , Xf}
is defined as

Dt (X0.X7) = Dur (X0, X[) < =p (10)

where p is the target margin with a positive value. Assume
the current Mahalanobis matrix is M (¢). If M (¢) satisfies
the triplet constraints [Xf,ij,Xiq], M = M (t) can be
determined as the proper Mahalanobis matrix. Otherwise,
More iterations should be conducted to reduce the following

loss based on Equation (10).
L) = p+Dy (XX ) =Dy (X/.X[) (1)

To avoid dramatic changes and ensure steady changes of
M, the LogDet divergence algorithm is used to regularize the
optimization process as

LD (M, M (1)) = tr <MM (r)—l)
_log (det (MM (z)—l)) —n (12)

where tr (-) denotes the trace of the matrix; det(-) is the
determinant; n represents the dimension of M. Therefore, the
updated value of M (¢ + 1) can be calculated by a minimiza-
tion problem as illustrated in (13).

M (t+1)=argmin LD (M, M (t)) + oL (M) (13)
M=>0

where o is a weighting parameter between the LogDet func-
tion and the loss function. To solve the optimization problem,
the gradient of the function should be zero to reach the global
minimum since the second order derivative of the function is
positive. Thus, the solution of the optimization problem can
be demonstrated as

M@E+1) = (M O +a (YYT - ZZT))_l (14)

where Y, xp = (XP)mXp — (X}U)mw and Zy»q = (X7

i i )qu

(X,? )mx denotes the historical sample diversities used for
calculation which belong to the same category and different
phases, respectively. To reduce the computational load, not all
the samples are used to build the triplet constraints. It is noted
that it is an offline procedure based on historical dataset,
where the computational complexity is not necessarily to be
worried about. Meanwhile, the selection of « follows the rule
as

(15)

a(YYT —zZ0Y+M@®»)™' >0
a>0

Thus, a constant value of o can be determined to make sure
that M (¢ + 1) is a PSD matrix.
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B. MULTIPHASE MAHALANOBIS DISTANCE BASED SOFT
SENSOR

Based on the normalized historical batch dataset with phase
labels, the Mahalanobis matrix M is determined as demon-
strated in subsection 3.2. Hence, the multiphase Mahalanobis
distance based JITL (MMIJITL) soft sensor model can be
constructed. Assume that n consecutive online query samples
are collected as the input trajectory, the similarity factors
should firstly be figured out to obtain the most relevant
historical input trajectory. Define the normalized query sam-
ples as X; = {Xg—n+1, Xg—nt2, - - .. Xg}, the similarity factor
between the query trajectory X, and the historical trajectory
Hy = {hg—n+1, Mk—n+t2, - - -, I} can be expressed as

dij = (i — )" M (i — hy)

exp (—d; ;

n

i=q—n+2, j=k—n+2;...;
i=q—1, j=k—-1,i=¢q, j=k (16)

According to the result of similarity measurements, the
historical process trajectory Hj; with the largest value of
the similarity factor s; will be extracted as the training
samples as well as the corresponding quality variables
Yie = k—n+1,» Yk—n42s - - - , Yk }. Thus, the online local LSTM

soft sensor model ¥, = f (Xq) can be constructed with
the collected model input Hy and the output Y; referring
to Fig.2 and (5).

To train the LSTM soft sensor model, several gradient
descent algorithms can be adopted to estimate the model
parameters where the gradients are listed in (7). It has been
proved that the Adam algorithm has its advantages over
other conventional algorithms such as the momentum gradi-
ent descent approach. However, there are some weaknesses
during the procedure of the Adam algorithm. First of all, the
learning rate may change rapidly at the later training period
due to the use of the second-order moment estimation, which
makes it difficult to converge. Meanwhile, as an algorithm
with the adaptive learning rate, the over-fitting problem will
occur at the early stage of the training procedure and miss the
global optimal solution.

In order to fix the problem, the AMSGrad algorithm
is applied to regularize the learning rate as expressed in
Equation (16) [39].

my, (t) = Brmy (1 = 1) + (1 = B1) W (1)

my (t) = Bimy, (t — 1) + (1 — 1) 8D (1)

v (1) = Pavy (t = 1) + (1 — f2) §W (1) © 8W (1)
vp (1) = Bavp (t — 1) + (1 — B2) 8b (1) © 8b (1)
Y (1) = max (v, (f — 1), vy, (1))

Vp (1) = max (vp (t — 1), vp (1))

Wit+1) =W (1) — amy, (z)/\/ﬁw ) +e
bt +1) = b(t) — aymp (t)/\/fzb 0 +e¢ (17)
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FIGURE 3. The metric learning of the multiphase Mahalanobis matrix.

where W (t) = W, (¢t) and b (t) = b, () indicate the value
of a certain gradient or bias at step t; m,, (f) and my (¢) are the
first-order moment estimations of the parameters; §W (¢) or
8b (t) denote the gradients of the parameters at step 7; vy, (¢)
and v, (¢) are the second-order moment estimations; 8; and
B2 are the decay rates; vy, (f) and vy, (¢) record the maximum
value of the second-order moment estimations to adjust the
learning rate; € is a small constant for computational stabil-
ity; o, is the step size of the gradient descending procedure
which can be adjusted if the bias is incorrect. Therefore, after
the computation is converged, all the model parameters are
estimated online and the predicted output can be figured out
as .

To evaluate the effectiveness of the MMIITL-LSTM soft
sensor model, two major indications are adopted. Firstly, the
root mean squared error (RMSE) is calculated as

1
RMSE, = |~ > (i—x)
i=q—n+1

(18)

Obviously, a smaller value of the RMSE indicates a
better performance of the soft sensor model. Besides, the
mean absolute percentage error (MAPE) is also adopted and
expressed as

L |9 —yi
MAPE, = Do 5

Similarly, the soft sensor model performs better when its
MAPE is closer to 0.

In summary, the complete procedure of the proposed
MMIITL-LSTM based soft sensor for multiphase batch pro-
cesses is illustrated in Fig.4.

The main steps of the procedure are listed as follows:

19)

€
and

(i) Unfold the three-way historical raw data H,
RI*/*K into the two-way form H e R/*/K
implement the data normalization.
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FIGURE 4. The flow diagram of the MMJITL-LSTM soft sensor.

(ii)

(iii)

(iv)

)

(vi)

Learn the Mahalanobis matrix M of the multiphase
batch process with labeled historical samples using the
LogDet based metric learning algorithm;
Obtain the real-time input trajectory X,
{xq_n_H, Xg—n42, -+ xq} and normalize the samples
referring to historical data;

Calculate the similarity factors s; between X, and
consecutive historical trajectories Hy based on the
MMIJITL algorithm;

Extract the historical input trajectory and its output
with the largest value of the similarity factor as the
potential modeling data.

Construct the online local models using the LSTM soft
sensor based on the extracted data;
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(vii) Estimate the model parameters using the BPTT
method based on the AMSGrad gradient descend
algorithm;

(viii) Calculate the predicted output of the input trajec-
tory X, according to ¥, = f(X,), where ¥, =
{5’q—n+lv )A’q—n+27 ) j’q 5

(ix) Go to the next query trajectory for quality prediction.

C. DISCUSSIONS

There are two main contributions in the proposed frame-
work. First of all, the multiway Mahalanobis distance based
metric learning is introduced to determine the Mahalanobis
matrix for the similarity measurement purpose. Compared
to the traditional Mahalanobis distance using the covariance
matrix, the proposed metric learning method of the Maha-
lanobis matrix takes the multiphase feature of batch process
data. Combined with the JITL based online local modeling
strategy, the chances of the mismatch between the online
query trajectory and the historical data which belong to dif-
ferent phases can be significantly reduced. Meanwhile, the
AMSGrad gradient descend algorithm is adopted to train
the real-time LSTM soft sensor, which is expected to make
the training process of the soft sensor model more stable and
reliable.

With the real-time query batch trajectory, the most relevant
historical samples can be extracted and an online local soft
sensor model can be further established to predict the current
output. Taking advantages of the aforementioned scheme, the
MMIITL-LSTM soft sensor is of great significance to deal
with the quality prediction problem of the multiphase batch
processes. Both the within-batch data dynamics and nonlin-
earity can be dealt with owing to the LSTM model, while
the multiphase property and the batch-to-batch variations are
considered due to the improved Mahalanobis distance based
JITL. To prove the effectiveness of the proposed framework,
two simulation cases are presented in the following section.

IV. SIMULATION RESULTS
A. A FED-BATCH REACTOR PROCESS
In the first simulation case, a fed-batch reactor process is used
to testify the effectiveness of the proposed method. As shown
in Figure 5, two reactions take place as A + B — C and
2B — D, where A and B are reactants, C is the product and
D is the byproduct. For the two reactants, A is fed at the
beginning of the batch and B is continuously fed during a
batch run [40].

The detailed mathematical model of the process is pre-
sented as

. k cal
ca = —kjcacp —cqp — —,
‘A ICACB — €A =
ca (0) = cao
ca — M u
¢p = —kjcacp — Zkzclzg — %,
cg (0) = cpo
V=u V(@O =V
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FIGURE 5. The fed-batch reactor process.

TABLE 1. Variables of the fed-batch reactor process.

Variable index  Variable description

Concentration of reactant 4 (mol/L)
Concentration of reactant B (mol/L)
reactor holdup (L)

feed rate of reactant B (L/min)
Concentration of product C (mol/L)

DN AW =

cc (0) = cco

cp (0) =cpo (20)

. k ccu
cc = kicacg — ——,
\%
. 2 CDM
¢p = kycg — —,
By

where cy, cg, cc, cp are the concentrations of A, B, C, D,
respectively; V denotes the volume; ki, kp are two major
kinetic coefficients; cg,’ is the inlet concentration of B; u is
the feed rate of B as the manipulated variable.

The relevant variables for quality prediction are listed in
Table. 1, where c¢ is the quality variable to be predicted and
the others are process variables.

Totally 20 historical batches are generated as historical
batches, where 220 consecutive samples exist in each batch.
To produce batch-to-batch variations in the simulation, the
operating condition varies from batch to batch. In the early
stage of the reaction, more B is fed into the reactor to produce
the desired product C as phase #1. The influence of the
reactant B feed rate becomes less significant at the rest stage
of the reaction. Hence, two phases are recognized for the fed-
batch reactor process.

For the determination of the multiphase Mahalanobis
matrix, the quantity of triplets in each cycle is set as 20 and the
total iteration number is 15. Given an online query trajectory
of 5 consecutive samples, the historical trajectory of the same
length with the largest value of the similarity factor is selected
as the potential modeling data and the corresponding LSTM
soft sensor model is constructed.

During the modeling stage, the size of the LSTM input is
set as 4 since it is the number of the quality-relevant process
variables as listed in Table 1. Meanwhile, the scale of the cell
output is 1 representing the concentration of C.

The simulation is run in MATLAB 2020b, and the
code of the batch reactor case can be downloaded at
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FIGURE 6. The error distributions of predictions for the fed-batch reactor
process.

https://github.com/shenfeifan/MMJITL-LSTM-soft-sensor.
After the prediction of the online quality f/q, the RMSE and
MAPE are calculated to evaluate the performance of the
MMIITL-LSTM soft sensor. To make comparisons, simula-
tions using the Euclidean distance based JITL (EJITL), the
Euclidean distance and angle based JITL (EAJITL), and the
Mabhalanobis distance based JITL (MJITL) are also carried
out and combined with the LSTM soft sensor for quality
prediction. For all the aforementioned methods, the model
parameters of the LSTM soft sensor are the same to ensure
fair comparisons are conducted. The number of the neurons
in the LSTM hidden layer is set as 25. The decay rates of the
AMSGrad algorithm are 0.9, 0.999 for 81, B2, respectively.
The initial value of the step size « is 0.001. The value of the
constant & is 1078, The prediction errors of all the methods
are listed in Table. 2.

It can be inferred from Table. 2 that the MMIJITL-LSTM
method offers the less RMSE and MAPE compared to
other methods, which indicates that the performance of the

TABLE 2. Quality prediction results of the fed-batch reactor process.

EJITL EAJITL  MITL MMIITL

-LSTM  -LSTM -LSTM -LSTM
RMSE 0.0071  0.0075 0.0121 0.0067
MAPE 0.0337  0.0211 0.0313 0.0206

proposed soft sensor is obviously promoted. Besides, the box
plots of the prediction errors are shown in Fig. 6.

The boxes indicate the ranges between the upper and lower
quartiles, which consist of 50% results of the prediction error
for each method. It also can be observed that the number
outliers ““+” of these methods are 5, 20, 7 and 1, respectively.
It demonstrates that the chance of mismatch between trajec-
tories of different phases can be reduced significantly by the
use of the MMJITL based metric learning and local modeling
strategy. Meanwhile, the prediction results of these methods
compared to the real values are integrated and shown in Fig.7.

B. THE PENICILLIN FERMENTATION PROCESS

In this part, the proposed method is further simulated on the
fed-batch penicillin fermentation process to verify the effec-
tiveness. The flow chart of the penicillin process is presented
in Fig.8.

The fed-batch penicillin fermentation process can be
divided into 3 operating phases. The first phase is the pre-
culture stage in which the biomass reactants grow for prepa-
ration of the reaction. Next, the penicillin product occurs at
the second phase and grows fast due to the strong reaction.
Finally, the accumulation of the penicillin becomes steady
and slower until the end of a batch. For the implementation of
simulation, The PenSim v2.0 benchmark software is widely
in most literatures for case studies [41]. To make the sim-
ulation more accurate and reliable, the penicillin simulation

0.3 .
—Real
0.25—EJITL
—EAJITL
0.2 H—MJITL
% —MMJITL
< 0.15¢ _
>
0.1} MN
0.05}
O 1
0 50

100 150 200
Time

FIGURE 7. The predicted results compared to real values for the batch reactor process.
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FIGURE 9. The error distributions of predictions for the penicillin
fermentation process.

platform is improved by us on MATLAB to generate the pro-
cess data [42]. Customized process trajectories with optional

TABLE 3. Variables of the penicillin fermentation process.

Yarlable Variable description

index

1 aeration rate (L/h)

2 agitator power (W)

3 substrate feed rate (L/h)

4 substrate temperature (K)

5 substrate concentration (g/L)

6 dissolved oxygen concentration (g/L)
7 biomass concentration (g/L)

8 culture volume (L)

9 CO; concentration (g/L)

10 pH

11 generated heat (KCal)

12 cooling water flow rate (mL/h)
13 penicillin concentration (g/L)

manipulated variables can be defined in our platform, which
has been proved more flexible than the PenSim software.
Thus, batch-to-batch variations can be generated easily in the
penicillin simulation.

The variables used for soft sensor modeling are listed in
Table. 3, where the penicillin concentration is regarded as the
quality variable to be predicted, while other 12 variables are
defined as the process variables.

The running time of a single batch of the fed-batch peni-
cillin fermentation process is 400 hours and the sampling
interval is 1 hour. Hence, there are 400 samples in a single
batch run. 5 batches are generated as the historical batches.
As mentioned in the process description, 3 diverse operating
phases are included in each batch of the penicillin fermenta-
tion process.

4 :
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3t |—EJTL
—EAJITL

20— MJITL

1| —MMaITL

0 100

200 300
Time

400

FIGURE 10. The predicted results compared to real values for the penicillin process.
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TABLE 4. Quality prediction results of the penicillin fermentation process.

EJITL  EAJITL  MIJITL MMIJITL-

-LSTM  -LSTM -LSTM  LSTM
RMSE 0.1476  0.1979 0.0930  0.0820
MAPE 0.1851  0.1159 0.1722  0.1133

The quantity of triplets in each cycle of the learning pro-
cedure of the Mahalanobis matrix is set as 25 and the total
cycle number is 15. The length of the online query trajectory
is set as 10. The size of the LSTM input is set as 12 and
the size of the output is 1 according to Table 3. The number
of the neurons in the LSTM hidden layer is set as 70. The
parameters of the AMSGrad gradient descend algorithm are
the same with the first simulation case.

Similarly, the RMSE and MAPE are calculated to prove
the effectiveness of the MMIJITL-LSTM soft sensor after
f/q is predicted. The comparisons to the EJITL-LSTM, the
EAJITL-LSTM and the MJITL-LSTM are also conducted,
where the prediction errors are listed in Table. 4. Model
parameters of the LSTM soft sensor for these methods are
the same to the first case except for the neuron numbers.

In this simulation case, the MMIJITL-LSTM soft sensor
provides a better quality prediction performance than other
methods as well. The corresponding box plots of the predic-
tion errors are also shown in Fig.9. The number of the outliers
are 32, 27, 27 and 19, respectively. The prediction results of
these methods for the penicillin simulation case compared
to the real values are presented in Fig.10. It is noted that
when the Euclidean distance based JITL is applied, serious
prediction errors occur at the between-phase transition stage.
The results definitely demonstrate the advantages of the pro-
posed method in dealing with the quality prediction problem
of multiphase batch processes.

V. CONCLUSION

In this work, a MMIJITL-LSTM soft sensor framework is
developed for quality prediction of multiphase batch pro-
cesses. By the metric learning of the multiphase Mahalanobis
matrix, samples of different operating phases can be dis-
tinguished without a specific phase identification step dur-
ing the JITL implementation. Together with the LSTM soft
sensor, the complicated characteristics of the unstationary
batch process can be handled with thoroughly including the
multiphase property, the data dynamics and the nonlinearity.
Two simulation cases are carried out including the fed-batch
reactor process and the penicillin fermentation process. The
prediction results of the cases compared with the conven-
tional JITL-LSTM soft sensors prove the effectiveness of the
proposed method.

However, there are some limitations of the proposed
method. Firstly, the proposed method is under the assumption
that both the batch duration and the sampling interval are
equal for different batches, where the acquisition of phase

VOLUME 9, 2021

indexes is not difficult. Due to the complexity of practical
batch processes, run-to-run batch variations will lead to the
diversity of batch trajectory. Hence, practical batch processes
with the uneven length will be focused on to study the
local modeling and quality prediction problem with diverse
sampling intervals in future research. Meanwhile, the perfor-
mance of the original soft sensor model has not been focused
on in the current work, where the case studies are mainly car-
ried out to testify the performance of the improved modeling
data extraction method. In future work, more state-of-the-art
algorithms such as CNN-LSTM and attention-based LSTM
will be introduced and combined to improve the performance
of the soft sensor model.
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