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ABSTRACT Cepstrum coefficient and decision tree classification provide a feasible method for mechanical
fault diagnosis. However, this method has the problems of low accuracy of feature extraction and low
reliability of feature classification. The efficiency and classification results of this method are not ideal.
Therefore, this paper proposes a feature classification method of frequency cepstrum coefficients based
on weighted extreme gradient boosting. The proposed method is mainly divided into two parts: feature
extraction and feature classification. In the part of feature extraction, Considering the limitation of Mel
frequency scale in MFCC, an adaptive frequency cepstrum coefficient (AFCC) method is proposed, which
can adaptively obtain the frequency scale of the corresponding signal, thus improving the feature accuracy
extracted by MFCC method. In the aspect of feature classification, XGboost algorithm has strong learning
ability, which easily leads to over fitting and affects the classification accuracy, A weighted extreme gradient
boosting (WXGB) method is proposed, and an improved distance evaluation method (IDE) is introduced to
modify the feature weights learned by XGboost, so as to improve the prediction accuracy of the classification
model. In order to verify the effectiveness of the method, the vibration signals of rolling bearings with
different fault types are taken as samples to carry out feature extraction and classification. The results of
feature extraction and classification of different methods are compared, and the effectiveness of the proposed
feature classification method based on weighted extremum gradient boosting frequency cepstrum coefficient
in rolling bearing fault diagnosis is verified.

INDEX TERMS Feature extraction, fault diagnosis, MFCC, XGboost.

I. INTRODUCTION
Rotating machinery structure is a commonmechanical equip-
ment structure in modern industrial production. Rotating
machinery structure is the part with high damage rate in all
kinds of mechanical structure faults [1]. Timely detection
of rotating machinery faults can avoid property losses and
personal safety accidents, so it is of great significance to
analyze rotating machinery faults [2]. Rotating machinery is
mainly composed of gearbox, rotor, shaft and rolling bearing.
Rolling bearing is the most widely used part in rotating
machinery [3]. Rolling bearing has rich fault types and many
analysis methods. The fault analysis of rolling bearing can
quickly and accurately determine the possible fault problems
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in rotating machinery [4]. In recent years, the fault diagnosis
of rolling bearing has been improved the research of obstacle
diagnosis has attracted much attention [5].

There are a large number of time-frequency features of
vibration signals. The methods based on time-frequency fea-
ture classification are usually feature selection, feature fusion
and weighting [6]. The characteristics of these methods are
to collect a large number of time-frequency vibration fea-
tures as samples, and then select sensitive features based
on mechanical vibration characteristics [7]. For example,
Fatima et al for the multi-channel vibration signal features of
bearing signal, the compensation technology is used to select
the sensitive features, and finally a variety of SVM support
vector machines are used to classify the signal features [8].
A large number of feature types and the selection of sensitive
features make the use of fault classification method based on
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time-frequency features limited and inefficient [9]. Among a
large number of feature extraction methods, a feature extrac-
tion method based on speech vibration signal, Mel frequency
cepstrum coefficient (MFCC), is noticed [10]. MFCC is
widely used in speech denoising and human voice feature
recognition [11], MFCC can extract features of a variety of
vibration signals, this method has high efficiency in feature
extraction, and in most cases, this kind of features has high
accuracy in classification [12]. In the field of fault diagnosis,
Jiang et al. proposed the method of feature extraction and
classification of rolling bearing vibration signals by MFCC
method [13]. Due to the limitation of Mel frequency scale,
the result of feature extraction of vibration signals other
than speech signals by MFCC is not ideal [14]. In order to
effectively extract signal features byMFCC,Wang et al. used
the second-order difference of MFCC features to obtain[15].
However, the MFCC method is limited to the frequency
conversion relationship [16]. In order to make full use of
MFCC method to extract vibration signal features, we need
to improve its Mel frequency scale [17]. Pliwak proposed
an adaptive frequency scale (SFCC) based on human voice
to improve the MFCC feature extraction method [18], and
achieved good results compared with the traditional MFCC
feature extraction results. For the rolling bearing vibration
signal under complex conditions, the use of MFCC is lim-
ited, so this paper proposes an adaptive frequency cepstrum
coefficient (AFCC) method to extract the MFCC features of
rolling bearing vibration signal, so as to effectively extract the
features of rolling bearing vibration signal.

There are many classification methods for fault features,
and MFCC features are suitable for a variety of classification
methods; Bakhshi et al. used genetic optimization algorithm
to classify MFCC features [19]; Ahmad et al. used k-nearest
neighbor SVM support vector machine to classify MFCC
features of heart sound signal [20], and obtained 92.5% clas-
sification accuracy. Abdul used SLTM classifier to classify
MFCC features of bearing vibration signal [21]. In 2014,
Chen et al. proposed to use CNN convolutional neural net-
work to classify the features of MFCC, and obtained 98%
classification accuracy [22]. In these classification methods,
the method with high accuracy often relies on a large number
of data samples [23], which limits the data types that are dif-
ficult to obtain a large number of data and need to be quickly
classified XGboost algorithm can quickly and accurately
complete the construction of two-dimensional data classifi-
cation model [24], and MFCC features can be transformed
into two-dimensional matrix data through discrete cosine
change [25]. Therefore, using XGboost to classify MFCC
features has significant advantages. Harar et al. tried to use
XGboost limit gradient lifting and RF random forest method
to classify MFCC features, which proved XGboost [26].
In order to solve this problem, this paper proposes the
weighted extreme gradient boosting (WXGB) method [27],
which can improve the classification ability of MFCC fea-
tures. WXGB method through the introduction of improved
distance evaluation (IDE) to solve the over fitting problem of

XGboost learning model [28], obtains the importance weight
between features through IDE, which is used to modify the
importance of features obtained by XGboost self-learning,
so as to improve the classification effect of XGboost method
on MFCC features. In this paper, firstly, AFCC method is
proposed based on the principle of MFCC method, which
can be applied to the time-frequency feature extraction of
vibration signal of rotating machinery. In addition, XGboost
algorithm is improved combined with distance evaluation,
considering the different importance of different dimension
features to the results. Compared with other fault diagnosis
methods, the flow of this method is more efficient and the
results are more accurate.

In the second part of this paper, the principle and improve-
ment method are introduced in detail. In the third part of
this paper, two groups of experimental cases are used to
verify the proposed improvement method. In the first case,
the improved method is used to process four types of rolling
bearing fault vibration signal samples, and the feasibility
of the method is verified. In the second case, the method
is verified by the experimental results four types of rolling
bearing faults are obtained by setting control experiments,
and the improved method is used to deal with them, which
shows the ability of this method in practical application. The
fifth part is the conclusion.

II. THEORY AND IMPROVED METHOD
A. MEL FREQUENCY CEPSTRUM COEFFICIENT
Mel frequency cepstrum coefficient (MFCC) is a feature
extraction method of vibration signal in time and frequency
domain. Firstly, the vibration signal is divided into frames and
windowed, and then the frequency spectrum of each frame
is obtained by short-time Fourier transform. The short frame
spectrum is divided by Mel frequency scale to highlight the
signal characteristics in the short frame spectrum. Finally,
the frequency spectrum is divided by discrete cosine trans-
form, the spectral feature is reduced to a low dimensional
feature form, which is called MFCC feature. By taking the
number of frames as the abscissa of the coordinate axis and
the extracted spectrum feature information as the ordinate of
the coordinate axis, the frequency cepstrum feature informa-
tion of the signal can be represented by a two-dimensional
graph.

The conversion relationship between Mel scale and actual
frequency as:

Mel(f) = 1125∗ln(1+ f/700) (1)

Mel frequency scale is an empirical conversion formula
based on the spectrum characteristics of speech signal, which
mainly corresponds to the frequency domain characteristics
of speech signal. However, for rolling bearing fault diagnosis,
MFCCmethod is limited. Mel scale based on speech signal is
not suitable for the frequency distribution of rolling bearing
vibration signal, so a frequency scale division corresponding
to rotating machinery vibration signal is needed. In addi-
tion, MFCC also has some shortcomings in denoising and
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FIGURE 1. Method flow chart.

feature selection. In order to meet the requirements of feature
extraction of rolling bearing vibration signal, MFCC method
is improved: firstly, on the basis of MFCC, the impact com-
ponent of the spectrum is improved, which is used to improve
the peak value of the spectrum of the feature part, improve the
signal-to-noise ratio, and ensure the effective feature extrac-
tion, in order to solve the problem of the unadaptability of the
rate scale in Mel frequency, an adaptive method to obtain the
distorted frequency scale is proposed to replace theMel scale,
and the filter is reconstructed by the obtained distorted fre-
quency. Therefore, the time-frequency feature extraction of
rolling bearing vibration signal can be completed adaptively
by the improved method.

The flow chart of the proposed improvement method is
shown in Figure 1.

B. AN ADAPTIVE FREQUENCY CEPSTRUM COEFFICIENT IS
PROPOSED
Based on the feature extraction method of rolling bearing
vibration signal by MFCC, this paper proposes an improved
method of adaptive frequency scale acquisition, so as to
improve the accuracy of feature extraction.

The signal feature extraction process is shown in Figure 2.
1)The preprocessed signal is divided into frames and win-

dowed.
Firstly, the signal is divided into N frames, and each frame

is windowed as:

w(n) =
1
2
[1+ cos(

2πn
N − 1

)] (2)

Equation (2) is Hamming window function, Where n
belongs to [− (N−1)

2 ,
(N−1)

2 ];

un = w(n)∗y (3)

In equation (3), un is the time domain signal of the nth
frame after windowing;

The signal is divided into several small segments and
processed with short-time Fourier transform. The reason is
that the signal is converted into time-frequency domain. The
requirement of framing is that each frame should contain at
least one period of the signal. The actual rotation speed of the
signal can be obtained during the analysis, so as to obtain the
periodic information of the signal. In order to prevent the loss

of information, frame shift operation is needed. After fram-
ing, Hamming is added to each segment of the signal, The
purpose of windowing is to split the longer signal segment,
so as to facilitate the signal processing.

2) Short time Fourier transform:

Un(ω) =
∫
+∞

−∞

un(t)e−iωtdt (4)

where un(t) is the time-domain information of the nth frame
of the signal, Un(ω) is the frequency domain information
corresponding to the nth frame.

By transforming the processed time domain signal segment
into the corresponding frequency domain, the time-frequency
characteristic spectrum of the signal can be obtained.

3) The distortion frequency scale of the signal is obtained.
Firstly, the average spectrum of each segment is calculated,

and the new frequency distribution is obtained through the
average spectrum:

F(ω) =
1
n

∑
N
n=1Un(ω) (5)

Frequency division is performed on the average power
spectrum, calculate the area A of the average power spectrum,
divide the interval according to the number fn of sampling
points on the spectrum, calculate the average interval area ā,
match the spectrum area according to the average area, and
get the reallocated frequency distribution:

A =
∫
F(ω)dω (6)

a =
A

fn − 1
(7)

Sampling points are taken according to the average area:

a =
∫

pi+1
pi X (ω)dω, i = 0, 1, . . . , fn (8)

By p1 = 0, it can be calculated in turn the value of pi.
Taking the permutation as the abscissa and pi as the ordinate
respectively, the frequency distribution of redistribution is
obtained:

P = [p1, p2, p3, . . . , pfn , ] (9)

The filter obtained according to the adaptive frequency
conversion relationship is shown in Fig. 3.

4) The filter bank is reconstructed according to the
obtained frequency scale.

Firstly, the center frequencies of M filters are obtained
from the frequency scale P according to the set number m
of filters, the center frequency sequence of each filter Z (m):

Z (m) = [z1, z2, z3, . . . , zm] (10)
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FIGURE 2. Feature extraction process.

Hm(k) =



0, k < Z (m− 1)
2(k − Z (m− 1))

(Z (m+ 1)− Z (m− 1))(Z (m)− Z (m− 1))
,

Z (m− 1) ≤ k < Z (m)
2(Z (m+ 1)− k)

(Z (m+ 1)− Z (m− 1))(Z (m)− Z (m− 1))
,

Z (m) ≤ k < Z (m+ 1)
0, k > Z (m+ 1)

(11)

Hm(k) is the transfer function of the filter, where∑M
m=1Hm(k) = 1;
5)The logarithmic energy of each frame spectrum is calcu-

lated according to the obtained filter:

s(m) = ln(
∑

K−1
k=0 |Un(k)|

2 ∗Hm(k)), 0 ≤ m ≤ M (12)

6) The amount of logarithmic energy data extracted is large,
which is not conducive to signal feature classification. There-
fore, the dimension of feature is reduced by discrete cosine
transform to obtain a limited number of signal features:

C(n)=
∑

K−1
k=0 s(m)

∗ cos(
πn(m−0.5)

M
), n = 1, 2, . . . ,L

(13)

L is the number of coefficients obtained by DCT, and C(n)
is the characteristic of cepstrum coefficients.

FIGURE 3. Improvement effect of triangular filter.

C. PROPOSED XGboost FEATURE CLASSIFICATION
METHOD BASED ON DISTANCE EVALUATION
XGboost is used to train and classify the AFCC results, and
an improved distance evaluation method is used to calculate
the weight of the coefficients in the feature to improve the
possible over fitting caused by XGboost.
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XGboost can adaptively complete the classification learn-
ing of samples with a certain number of features, but the
strong learning ability of XGboost often leads to over fitting,
which affects the classification results of samples. Therefore,
additional conditions are needed to limit the learning ability
of XGboost model. The improved distance evaluation algo-
rithm can determine the distance by calculating the differ-
ences between features and sample categories. The improved
distance evaluation method is used to obtain the influence
weight of sample features in the model tree, so as to improve
the over fitting learning of XGboost and improve the classi-
fication effect of XGboost.

The flow chart of the proposed method is shown
in Figure 3. XGboost can quickly complete the classifica-
tion of sample features by decision tree binary classification.
Compared with other decision tree models, the accuracy and
calculation speed of this model are faster. The combination
of the weights between features obtained by the improved
distance evaluation algorithm and the weight parameters in
XGboost classification tree model can ensure the correlation
between data, so as to prevent over fitting inXGboostmethod.
The calculation process of the parameters in the model is as
follows:

1) Input the feature data set, the sample category in the data
set is Y , the number of samples in each category is N , and the
number of features in each sample isM :

D = {Xy,n,m,Y } (14)

where Xy,n,m is the N -th sample in the Y -class of the dataset,
which contains M features, and Y is the category of the
corresponding sample.

2) The weight of the improved distance evaluation coeffi-
cient is as follows.

Calculate the standard deviation between the data in the
coefficient:

δy,m =

√∑N
n=1 (xy,n,m − uy,m)2

N − 1
(15)

where uy,m is the average value of the data in the m-th feature
in the dataset:

uy,m =
1
N

∑N

n=1
Xy,n,m (16)

The standard deviation within the coefficient can be
obtained:

clt innerm =
1
Y

∑Y

y=1
δy,m (17)

The differences between different types of feature data,
where y and c indicate that the data belong to different classes:

f innerm =
max(clt innery,m )

min(clt innerc,m )
(18)

Then the data differences between features are calculated
and the standard deviation between features is calculated first:

τy,m =

√∑M−1
i=1 (cdn,r,y,m − dy,m)2

N (N − 1)− 1
(19)

In equation (19), cdn,r,y,m =
∣∣Xy,n,m − Xy,r,m∣∣ ,

dy,m =
1

N (N − 1)

∑N

n,r=1
cdn,r,y,m.

Calculate the average value of standard deviation between
features:

cltouterm =

∑Y
y,c=1 (τy,m − τc,m)

2

Y (Y − 1)
(20)

The differences between the features are as follows:

f outerm =
max(cltoutery,m )

min(cltouterc,m )
(21)

The distance weight coefficient of each coefficient can be
calculated as:

ηm =
1

f innerm
max(f innerm ) +

f outerm
max(f outerm )

.
cltouterm

clt innerm
(22)

3) Building XGboost model.
The prediction results of single sample Xm,y are as follows:

ŷx = φ(Xm,y) =
∑M

m=1
ηm · fm(Xm,y) (23)

ŷx is the prediction result of decision tree,Xm,y It represents
a sample with m feature classes as y class, and fm is the
m -th tree model. Through XGboost training, each tree can
obtain the corresponding weight value w and tree structure
parameter q according to the feature learning. In addition to
the weight of the tree model obtained through training, this
method adds the weight value ηm of the feature to modify the
result of each tree model, so as to improve the accuracy of the
model degree.

Objective function of XGboost decision tree:

Lm(φ) =
∑

i
l(yi, yi)+

∑
m
�(fm) (24)

where l is the loss function of the model tree, which is
used to reduce the error between the predicted value and
the real value and form the basic tree model structure.� is the
regular term of the model tree, which is used to control the
complexity of the tree model, so that the learner can avoid
over fitting as much as possible.

Solve the objective function. Firstly, the loss function is
expanded to the second order by Taylor expansion:

Obj =
∑n

i=1
(l(yi, y

(t−1)
i )+ gift (xi)

+
1
2
hif 2t (xi))+�(ft )+ const (25)

Define XGboost tree structure:

ft (x) = ωq(x), ω ∈ RT , q : Rd
→ {1, 2, . . . ,T } (26)

Define the complexity of a tree:

�(ft ) = γT +
1
2
λ
∑T

j=1
ω2
j (27)

The final objective function is as follows:

Obj =
∑T

j=1
[Gjωj +

1
2
(Hj + λ)ω2

j ]+ γT (28)
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FIGURE 4. Weighted extreme gradient boosting method structure.

The optimal partition points are as follows:

ω∗j = −
Gj

Hj + λ
,Obj = −

1
2

∑T

j=1

G2
j

Hj + λ
+ γT (29)

The basis of leaf node division is as follows:

Gain=
1
2
[

G2
L

HL + λ
+

G2
R

HR+λ
−

(GL + GR)2

HL + HR+λ
]− γ (30)

III. EXPERIMENTAL ANALYSIS
A. CASE 1
The open data set of CaseWestern ReserveUniversity bearing
center is taken as the sample for feature extraction [29]. The
data used is the vibration signal collected by the driving end
of rolling bearing under different fault conditions. The test
bench for collecting data is shown in the figure 5, and the
data samples are shown in the table 1. In addition, in order
to verify the anti noise performance of the proposed method,
noise is added to the data sets, and the SNR of noise is 10dB.

FIGURE 5. Test bed for data collection.

1) FEATURE EXTRACTION
Comparing MFCC and AFCC under the same parameters,
the number of filters is 24, and the extracted discrete cosine
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TABLE 1. Data sets used.

FIGURE 6. MFCC fault free feature.

FIGURE 7. Fault characteristics of MFCC inner ring.

FIGURE 8. Fault characteristics of MFCC rolling element.

coefficient is 12. The other conditions are the same. The
comparison of results is shown in Figure 6-13.

By comparing the results of feature extraction, it is found
that MFCC method in feature extraction, because of the
unreasonable distribution of Mel scale filter in the spectrum,
can not correctly obtain the information of features, resulting
in the loss of feature information; AFCC can extract the

FIGURE 9. Fault characteristics of MFCC outer ring.

FIGURE 10. AFCC fault free feature.

FIGURE 11. Fault characteristics of AFCC inner ring.

FIGURE 12. Fault characteristics of AFCC rolling element.

corresponding features, and get better feature results, which
provides favorable conditions for feature classification.

2) FEATURE CLASSIFICATION
The improved XGboost model is used to judge the clas-
sification accuracy of AFCC feature extraction. The above
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TABLE 2. Prediction results and related parameters of classification model.

FIGURE 13. Fault characteristics of AFCC outer ring.

200 groups of samples are used as the classification training
set, and 40 groups of samples are randomly selected as the
test set to determine the classification accuracy. The corre-
sponding accuracy of several classification methods is given
as follows:

3) ANALYSIS OF EXPERIMENTAL RESULTS
a. The general decision tree classifies the data directly
through the differences between the data. The problem of
this classification is that the model structure formed is only
suitable for the classification of the current data set, and the
fault tolerance rate is low. For the classification set with more
features, it may ignore the influence of some features on the
results in use. This kind of tree model can be found by calling
the feature weight. In the program only a part of the features
are used as the classification standard, while the XGboost
algorithm constructs the tree model for each type of features,
and comprehensively considers the influence of each feature
on the results. Therefore, the XGboost algorithm has higher
classification accuracy than the general decision tree.

b. GBDT is a gradient lifting decision tree. Compared with
GBDT, XGboost has the advantage of adopting the second
derivative in the loss function and adding the regular term.
The second derivative of the loss function helps the algorithm
to get a more accurate optimal tree structure. The regular
term is used to control the complexity of the number, so as
to prevent the structure from being complicated due to the
strong learning ability of the model.

c. Using XGboost to train the dataset, we can get a better
classification tree model compared with the previous several
schemes. In the training, we consider the influence of each
feature comprehensively, and finally reduce the result of each

TABLE 3. Sample type used.

tree to weighted sum, so as to get a suitable classification
model.

d. Through the improved distance evaluation algorithm, the
feature importance of the data set is affected by the weight
when the XGboost tree model is output, and the influence
weight of each feature in the model is further modified, so as
to ensure the relevance between the XGboost model and the
data set, which can be used to modify the prediction results
of the model and improve the accuracy of the model.

4) THE XGBOOST PREDICTION PROCESS IS SHOWN
IN FIGURE 14
B. CASE 2
In order to verify the practical application effect of the pro-
posedmethod, a four types rolling bearing fault is set to verify
the method.

The selected test bench is shown in Figure 15. Two rolling
bearings can be installed on the test bench at the same
time, which can be used to set different control experimental
groups. As shown in Figure 16, rolling bearing peeling fault
and rolling bearing crack fault are set artificially. In order
to set four types of faults, one end peeling fault, one end
crack fault, compound fault with two kinds of faults and two
types of faults are set respectively and a case of no fault,
the experimental group is set as shown in table 3.

1) Feature extraction
The results of feature extraction for four types of data are

as follows:
2) Feature classification
In order to verify the performance of the proposed WXGB

method, general decision tree (DT), random forest (RF),
gradient increasing decision tree (GBDT) and limit gradient
increasing decision tree (XGboost) are set respectively to
compare the classification results. The comparison method
is decision tree method. This kind of method is easy to obtain
the training model, and the more data in the training set,
the more classification model can be obtained It has better
performance. In this paper, each method uses 200 groups of
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FIGURE 14. XGboost tree model.

FIGURE 15. Data acquisition experimental platform.

FIGURE 16. Bearing fault status.
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FIGURE 17. Spalling fault characteristics.

FIGURE 18. Fault characteristics of WEDM.

FIGURE 19. Composite fault characteristics.

samples as training set, the number of test sets is set to 40, and
four groups of different combinations of test sets are used to
test the accuracy of the obtained model. In order to facilitate
the observation results, the average value of classification
results is calculated, and the classification results are shown
in table 4.

According to the classification results of table four, the
classification accuracy of the improved method for the same
data set is about ninety-seven percent. Compared with the
same type of decision tree classification method, the accuracy
of the method has been improved to a certain extent, which
verifies the advanced nature of the new method proposed
in this paper. Compared with the previous group of cases,

FIGURE 20. Fault free feature.

TABLE 4. Comparison of classification results of four types of faults(%).

the classification accuracy is relatively low, the reason may
be the adoption of the method. In addition, composite fault
is used as one of the class samples in this group of data.
The existence of composite fault data may also be one of the
reasons to reduce the accuracy of classification results.

IV. CONCLUSION
Through the comparison between AFCC feature extraction
results and MFCC feature extraction results, compared with
MFCC feature, AFCC feature can better reflect the feature
differences between different types of data, using AFCC
feature for rolling bearing fault diagnosis will obtain better
classification results. Compared with different classification
methods, WXGB method shows better classification accu-
racy and better classification performance, which verifies the
excellent performance of the method.

The AFCC method can effectively extract the time and
frequency domain features of rolling bearing at constant
speed, and the trained WXGB can also complete the fault
classification of the extracted features, and its performance is
better than that of XGboost. Through the classification of two
types of four different types of fault data, it is found that the
two parameters of AFCC method, the number of filters and
the order of discrete cosine transform, easily affect the result
of feature extraction when extracting features from different
data sets. The number of filters affects the accuracy of feature
extraction. For vibration signals with complex spectrum com-
ponents, the number of filters should be increased, and the
order obtained by discrete cosine transform is used to express
the distribution of features. If the distance between features
is close, the order can be increased to show the difference
between features. Therefore, in the future research, we can
improve the acquisition of these two parameters, so as to
achieve better feature extraction effect.
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