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ABSTRACT In order to improve the global search ability of K-means algorithm and the clustering effect,
a K-meansmethod based on the approximate backbone and the shuffled frog leaping algorithmwas proposed.
Firstly, the classic iterative formula of the K-means algorithm is replaced by the classic shuffled frog leaping
algorithm to obtain better clustering results. Secondly, the K-means algorithm based on the approximate
backbone and the shuffled frog leaping algorithm is used for the obtained clustering results. Instead of
searching for cluster centers, the cluster division is directly modified. Finally, the experimental results on
the UCI dataset show that, the running time of the improved clustering algorithm is shorter than that based
on the shuffled frog leaping algorithm only, and clustering results obtained by using the improved clustering
algorithm are better than those of other algorithms. In addition, the paper uses the improved clustering
algorithm to preprocess medical fundus images to optimize the effect of vascular cutting.

INDEX TERMS K-means algorithm, shuffled frog leaping algorithm, approximate backbone.

I. INTRODUCTION
With the advent of the big data era, how to find the meaning
behind the data through a large amount of complex data has
become an important topic. As a result, data mining has
developed rapidly. Clustering is one of the important data
analysis techniques in data mining. It finds the similarity
and difference between data which could facilitate people to
snoop the internal laws of things.

K-means algorithm is a classic clustering algorithm based
on distance division. It is easy to understand, and implement.
Meanwhile, it has a good clustering effect. Based on the
above advantages, the K-means algorithm is currently widely
used [1]–[3].

However, the K-means algorithm also has many prob-
lems. For example, the selection of k value lacks theoretical
basis [4]; it has a strong dependence on the initial cluster
center selection; it is easy to converge to the local optimal
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and excessive noise sensitive, etc [5]. Therefore, many people
have improved the K-means algorithm [6], [7].

The swarm intelligence algorithm comes from the sim-
ulation of biological groups such as birds, ants, frogs, and
fish in nature. These groups complete the foraging behav-
ior through the independent work of individuals and the
mutual cooperation between individuals. The individuals in
the swarm intelligence algorithm achieve a powerful overall
search function under the interaction through a single, limited
intelligence and behavior [8].

Aiming at the problem that the K-means algorithm exists,
many people try to optimize with the help of intelligent
algorithms [9]. An improved K-means algorithm is proposed
with hybridizes Chaos Optimization and Flower Pollination
to minimize the cluster integrity. Because the efficiency of
K-Means depends on its initialization of cluster centers [10],
a hybrid clustering approach based on K-means and Ant Lion
Optimization is proposed for optimal cluster analysis [11].
A hybrid version of the artificial chemical reaction optimiza-
tion algorithm (HACRO) is proposed to optimize clustering
problems, considering the artificial chemical reaction suffers
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from slower convergence speed due to its poor exploitation
mechanism [12].

In this paper, the shuffled frog leaping algorithm is used to
improve the K-means algorithm, modifying the global search
ability of the K-means algorithm. After fully converging,
the local optimal solution is further used by the shuffled frog
leaping algorithm improved by the approximate backbone.

II. THE CORE IDEA OF K-MEANS ALGORITH
The K-means algorithm is a clustering operation on unla-
beled data sets, and is an unsupervised learning algorithm.
The algorithm is described as follows: firstly, k-samples are
randomly selected from the data set D = {x1, x2, . . . , xn} as
the initial clustering center. Then, the cluster centers are used
as the basis for the cluster C = {C1,C2, . . . ,Ck}, comparing
the data points with each cluster center, and dividing the data
points into the clusters corresponding to the nearest cluster
center. Finally, the center of each cluster as the new cluster
center is calculated, and the above operation is repeated, until
the objective function (1) converges.

E =
∑k

i̇=1

∑
x∈Ci
‖x − µi‖22 (1)

In formula (1), E is the sum of the distance differences
between all data points and the cluster center to which they
belong.µi is themean vector of clusterCi, andµi is expressed
as µi = 1

|Ci|

∑
x∈Ci x. Intuitively, the tightness of the samples

within the cluster around the mean vector of the cluster, to a
certain extent, is characterized by equation (1), that means,
the smaller the E value, the higher the tightness within the
cluster.

III. IMPROVED SFLA-KMEANS ALGORITHM
A. ALGORITHM OVERVIEW
The shuffled frog leaping algorithm (SFLA) is a heuris-
tic swarm intelligence algorithm [13]. This algorithm is
proposed by Eusuff and Lansey, which is inspired by the
foraging behavior of frogs. It combines the advantages of
particle swarm algorithm and memetic algorithm to con-
duct modeling and simulation research. The shuffled frog
leaping algorithm has the characteristics of simple struc-
ture, fast convergence speed and strong global optimization
ability. The following are the specific implementation steps
of the improved K-means algorithm using the shuffled frog
leaping algorithm (hereinafter referred to as SFLA-Kmeans
algorithm):

1) GENERATE INITIALIZATION GROUPS
In the data set D = {d1, d2, . . . ,dl}, k-samples are ran-
domly selected as the value of the i-th frog µi, that means,
µi= [dλ1 , dλ2 , . . . ,dλk ], in which λi is the subscript of the
randomly selected data point, and λi ∈ {1, 2, . . . ,l}, in addi-
tion, if i 6=j, λi 6= λj. A total of N frogs are gener-
ated as the initial group. Perform step 2 on the initial
group.

FIGURE 1. Update schematic diagram.

2) GROUP THE FROGS
a. Arrange all frog individuals in the group in descending

order of suitability f (X)= 1/E , where X is the X -th
frog. In addition, the frog with the highest fitness value
is recorded as µg.

b. Divide the whole group into m-groups, then each group
contains n-frogs, that means, n = N/m. After the group-
ing is finished, go to step 3 for each group.

c. Repeat step 2 until the maximum number of external
iterations Goutm is reached.

3) UPDATE THE WORST FROGS IN THE GROUP, AS SHOWN
IN FIGURE 1
a. The individual with the highest fitness value in the group

is marked as µb, and the one with the lowest fitness is
marked as µw.

b. Calculate the Euclidean distance of each feature of µb

and µw.

dij =
∥∥∥µbi − µwj ∥∥∥2 (2)

c. Find the shortest distance and determine the label λi =
argminj∈{1,2,...,k}dij of the update object of each feature
of µw.

d. Calculate the new frog individual µnew, and µnewi is:
l =

(
µbλi − µ

w
i

)
µnewi = µwi + rand × l

−Dm ≤
√
l21+l

2
2+ . . .+ l

2
k ≤ Dm

(3)

where rand is a uniformly distributed random number of
[0, 1], andDm is themaximum allowedmoving distance.

e. If (µnew) > f (µw), replace µw with µnew, update the
worst frog individual, and reorder; otherwise, repeat the
3 steps with µg instead of µb to obtain µnew. Similarly,
if f (µnew) > f (µw) is satisfied, replace µw with µnew

and reorder. If none of the above processes can improve
the fitness, perform step 4 and then reorder.

f. Repeat step 3 to the maximum number of internal
iterations Ginm .
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FIGURE 2. SFLA-Kmeans algorithm flowchart.

4) SELECT NEW FROGS
a. When the number of iterations is less than

√
Ginm , ran-

domly select k-samples from the data set D to form a
frog µnew and replace µw.

b. When the number of iterations is greater than or equal to√
Ginm , k-vectors are randomly generated in the sample

space to constitute the frog µnew and replace µw.

The algorithm flow chart is shown in Figure 2.

B. ALGORITHM ANALYSIS OF SFLA-KMEANS
In the above SFLA-Kmeans algorithm, let di =

[di1di2, , . . . , did ] ,i ∈ {1, 2, . . . , l}, which means that each
data point in the data set has d attribute features. In this
algorithm, the calculation amount for calculating the cluster
number of each data point is O (dkl), the calculation amount
for obtaining the mean vector is O (dl), the calculation
amount required for calculating the suitability is also O (dl),
the calculation required for grouping is O (l), the calcula-
tion amount required for sorting is O (l logl), the calculation
amount for updating the frog is O (d), and the calculation
amount for sorting the updated frog is O (n). Then the

FIGURE 3. Approximate backbone schematic diagram.

algorithm time complexity is:

O (n) = O(Goutm (dkl + dl + llogl+l+dmGinm+NG
in
m)) (4)

IV. AN IMPROVED SFLA-KMEANS ALGORITHM BASED
ON APPROXIMATE BACKBONE
A. ALGORITHM OVERVIEW
The cluster clustering algorithm is an operation that
divides all data points with a certain target. Among them,
the K-means algorithm divides samples with the target of the
smallest E value. The classic K-means algorithm compares
and replaces the clustering center with the mean vector of the
group, to change the clustering center and achieve the goal of
reducing the E value; the improved SFLA-Kmeans algorithm
uses a linear method to update the cluster center tomake theE
value decreased. Both of the above algorithms need the help
of clustering centers. Obviously, with the help of clustering
centers, the division difficulty is greatly reduced and the con-
vergence rate is improved. However, for the SFLA-Kmeans
algorithm, as the algorithm converges, the clustering center
becomes yoke instead, which mainly reflected in:

(1) Different clustering centers may have the same cluster-
ing effect, that is, the division of clusters is the same.

(2) The ‘‘movement’’ of small steps in the clustering center
may lead to the change of most points, which in turn leads to
a large change in fitness.

In addition, after the SFLA-Kmeans algorithm has fully
converged, most data points should have found the correct
cluster, and only a few data points have problems with their
attribution. In this paper, after the SFLA-Kmeans algorithm
has converged, it will no longer try to update the clustering
center, instead of which, it directly changes the attribution
of each point, and uses the approximate backbone to further
improve the SFLA-Kmeans algorithm (hereinafter referred to
as BSFLA-Kmeans algorithm).

The concept of the approximate backbone [14] in the clus-
tering problem is introduced here, as shown in Figure 3. For
a clustering problem, there are multiple local approximate
solution π1, π2, π3, . . . , πM , and the approximate backbone
clusters Bi is defined as which satisfies (1)|Bi| ≥ 2; (2) any
xi, xj ∈ Bi belong to the same cluster to any local optimal
solution πl . The set of all the approximate backbone clusters
is called the approximate backbone of the problem and is
denoted as Bone (π1, π2, . . . , πM ).
The approximate backbone considers data points clustered

in the same cluster multiple times as a class. The approximate
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Algorithm 1 Possibility Calculation

Input : Cb
i−1,C

w
i−1,C

b
i ,C

w
i

Output : P(x)
if (f (Cb

i−1)− f (C
w
i−1) 6= 0)

{

if (
f (Cbi )−f (C

w
i )

f (Cbi−1)−f (C
w
i−1)
≤ 1)

P(x) =
f (Cbi )−f (C

w
i )

f (Cbi−1)−f (C
w
i−1)

else P(x) = 1
}
else
P(x) = rand(0, 1)

Return P(x)

backbone contains the common part of the local optimal
solution, and these common parts play an important role in
guiding the heuristic clustering algorithm.

Therefore, the common part of the approximate backbone
is used to guide the update of the SFLA-Kmeans algorithm.
For this, the following improvements are made in this paper:

(1) Change the definition of frog from a group of clus-
ter centers µi to a set of cluster numbers [ci1 , ci2 , . . . ,cil ],
where cij is the cluster number of the j-th data of the i-th
frog, then, cij ∈ [1, k] , cij ∈ Z . The initial solution of the
BSFLA-Kmeans algorithm is initialized with the approxi-
mate optimal solution obtained as the result of running the
SFLA-Kmeans algorithm repeatedly.

(2)When updating within the group, use the global optimal
frog, the optimal frog within the group and the worst frog
within the group as the approximate backbone, and divide
it according to the optimal frog in the group to select the
largest approximate backbone cluster in each cluster number,
which means the cluster contains the most point. Every point
in the selected largest approximate backbone cluster, decide
whether to keep the cluster number, according to the possi-
bility calculated by the following steps,
f (Cb

i ) is the fitness of the optimal within the group in the i-
th operation. f (Cw

i ) is the fitness of the worst within the group
in the i-th operation. rand(0, 1) is the random number from
0 to 1. Besides, the remaining points randomly select clusters.

(3) When updating outside the group, select the global
optimal and the global worst as the approximate backbone,
and the rest is the same as the internal update.

(4) When both the in-group update and the out-of-group
update cannot produce an effect, randomly select k-points as
the clustering center and relabel each point with the cluster
number.

The algorithm flow is shown in Figure 4.

B. ALGORITHM ANALYSIS OF BSFLA-KMEANS
In the above BSFLA-Kmeans algorithm, let di =

[di1di2, , . . . , did ], i ∈ {1, 2, . . . , l}. In this algorithm,
the SFLA-Kmeans algorithm needs to be run multiple times
to obtain the initial solution. The following only analyzes the

FIGURE 4. BSFLA-Kmeans algorithm flowchart.

time complexity after obtaining the initial solution. Since the
algorithm does not need to calculate the cluster number of the
data point, there is no need to calculate the amount ofO(dkl).
The rest is roughly the same as the SFLA-Kmeans algorithm,
then the time complexity of this algorithm is as follows:

O(Goutm (dl + llogl + l + dmGinm + NG
in
m)) (5)
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Algorithm 2 Update steps of BSFLA- Kmeans
Input :,N ,m,Bone,Gr
Output : λnew

t = N/m
For i = 1 To t

{
if (i ∈ Bone&&rand(1) ≥ P(x))
λnewi = Gr1i
else

λnewi = x
}

Return λnew

FIGURE 5. Fundus image composition.

V. APPLICATION OF BSFLA-KMEANS ALGORITHM IN
MEDICAL FUNDUS IMAGE
A. OVERVIEW OF FUNDUS IMAGES
The retinal fundus image is mainly composed of fovea, mac-
ular, blood vessels, and optic disc, as shown in Figure 5.
A variety of diseases can induce retinal lesions, in the case of
diabetes, in which 93 million people worldwide suffer from
diabetic retinopathy [15]. This image is of great significance
for the diagnosis of diseases including diabetes, glaucoma,
coronary heart disease, and arteriosclerosis [16]. Therefore,
the processing and analysis of the retinal fundus image is very
important. The application of machine vision in the retinal
fundus image has attracted the attention of many researchers,
and a certain effect is achieved [17]–[19]. Intelligent algo-
rithm, as a kind of optimization algorithm, is also applied to
the processing of the retinal fundus image, such as the use of
fireflies algorithm to locate the disc [20].

B. RELATED TECHNIQUES AND PROBLEMS OF VESSEL
SEGMENTATION
In the fundus image, the blood vessel is an important compo-
nent, and its structural and morphological changes can effec-
tively point out the development of many systemic diseases
including hypertension and diabetes [21].

Since the 1970s, many vessel segmentation algorithms
including tracking methods, multi-scale methods, statistical
inference, local models, and matched filtering have been pro-
posed [22]. Among them, the segmentation of blood vessels
by means of matched filtering is a popular method at present,
which has the characteristics of simple, fast, effective and
accurate.

FIGURE 6. Fundus disease.

FIGURE 7. Vessel segmentation.

FIGURE 8. The relationship between the number of updates and E.

TABLE 1. Data set.

However, many blood vessel segmentation algorithms,
including matched filtering, rely more on the difference
in color between pixel blocks, so it is easy to treat some
large bright lesions caused by disease including the drusen,
the pathological myopia, and so on, which are depicted
in Figure 6, as blood vessels, which reduces the accuracy of
blood vessel cutting, and waste a lot of resources, as shown
in Figure 7.

VI. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
The experimental environment of this article is: Matlab
2018a, Windows10 64bit, CPU 2.60HZ. The data was
selected from the UCI dataset, as shown in TABLE 1, and
images containing lesions in the STARE library.
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FIGURE 9. Comparison results.

B. EXPERIMENTAL RESULTS
1) EVALUATION INDEX
This article selects the optimization object of the K-means
algorithm, within-group error sum E , to compared. In param-
eter setting, according to our experiments about the parameter
relationship in Figure 8, we set the number of frogs N = 15,
the number of groups m = 5, the number of updates outside
the group Goutmax =15, and the number of updates inside the
groupGinmax =15. At the same time, in order to further demon-
strate the effect of the BSFLA-Kmeans algorithm, in this
paper, in addition to the original K-means algorithm and
SFLA-Kmeans algorithm, the BSFLA-Kmeans algorithm is
compared to the PSO, KPSO algorithm [23] and the MBCO
[24] and other algorithms. In the fundus image processing,
this paper introduces three indicators such as sensitivity Sn,
specific Sp and accuracy rate ACC for evaluation:

Sn =
TP

TP+ FN
(6a)

ACC =
TP+ TN

TP+ TN + FP+ FN
(6b)

where TP is a correctly classified blood vessel pixel, TN
is a correctly classified background pixel, FP is a wrongly
classified blood vessel pixel, and FN is a wrongly classified
background pixel.

2) VERIFICATION
In order to visualize the effect, we select attribute 1 and
attribute 4 of the Iris data set to run the SFLA-kmeans
algorithm.

FIGURE 10. Cluster center.

As shown in the Figure 9, comparing two independent
running algorithms, only a few data points belong to different
cluster centers.

As shown in the TABLE 2 and Figure 10, although the clus-
tering center is constantly changing, the effect of clustering
is exactly the same.

3) EXPERIMENTAL RESULTS
This paper shows the running time difference between
the PSO, BSFLA-Kmeans and SFLA-Kmeans algorithm,
without considering the time of initialization, as shown in
TABLE 3.

This paper compares the BSFLA-Kmeans algorithm with
the original K-means algorithm and SFLA-Kmeans algo-
rithm, but also compares it with the PSO, KPSO algorithm,
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FIGURE 11. Comparison of various algorithm.

FIGURE 12. Image processing.

and MBCO colony K-means algorithm to highlight the clus-
tering effect of the BSFLA-Kmeans algorithm. The compar-
ison results of each algorithm in the UCI data set are shown
in TABLE 4. To visual display, the result is normalized by
function (7), as shown in Figure 11.

z = −
x − µ
σ

(7)

where xmin is the minimum value, xmax is the maximum value.
This paper uses the BSFLA-Kmeans algorithm to segment

the blood vessels in the fundus medical record as shown
in Figure 12(a), and locate and remove the lesions according

to the characteristics of the lesions. The specific steps are as
follows:

(1) After the image is processed with gray scale, the pixels
are clustered with the aid of the BSFLA-Kmeans algorithm.

(2) Filter out the clusters with the higher average gray value
within the cluster, that is, the top 10% of the gray average
value, and the pixels included, as shown in Figure 12(b).

(3) The highlighted part is composed of the optic disc and
the lesion. The optic disc can be removed with the help of
existing algorithms including blood vessel, shape and bright-
ness characteristics, as shown in Figure 12(c).
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TABLE 2. Cluster center.

TABLE 3. Comparison of running time(s).

TABLE 4. Comparison of various algorithm values E .

(4) Cover the remaining pixel blocks after screening, and
the processed image is shown in Figure 12(d).

According to the above steps, use the BSFLA-Kmeans
algorithm to preprocess the fundus medical record image to
obtain the processed image as shown in Figure 12(d). The
original image, the image processed by the orthodox method,
like histogram equalization, and the image processed by the
BSFLA-Kmeans algorithm are respectively used to match
the filter algorithm. It performs blood vessel cutting, and
evaluates the effect of blood vessel cutting in the fundus med-
ical record image according to the three evaluation indicators

proposed in the previous section. The results are shown in
TABLE 5 and Figure 13.

4) ANALYSIS OF RESULTS
It can be seen from TABLE 3 that the BSFLA-Kmeans
algorithm has a shorter running time than the orig-
inal SFLA-Kmeans and PSO. This is because the
BSFLA-Kmeans algorithm uses numbering instead of com-
paring clustering centers with data, which saves much time.
Of course, the above comparison is not completely fair,
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FIGURE 13. Image processing results.

TABLE 5. Image processing results.

because a certain accuracy of the initial solution is required
by the BSFLA-Kmeans algorithm, and the above comparison
does not take the time to obtain the initial solution into
consideration.

TABLE 4 and Figure 11 show the value of E obtained
by running 6 clustering algorithms including K-means algo-
rithm, PSO algorithm, KPSO algorithm, MBCO algorithm,
SFLA-Kmeans algorithm, and BSFLA-Kmeans algorithm.

From them, it can be seen that the E value of the
BSFLA-Kmeans algorithm is significantly smaller than other
algorithms.

Therefore, it can be concluded that the adoption of intel-
ligent algorithms to improve the K-means algorithm has
achieved certain results. At the same time, the BSFLA-
Kmeans algorithm has significant advantages over other
algorithms.

It can be seen from TABLE 5 and Figure 13 that with
the help of BSFLA-Kmeans algorithm to segment the image,
the sensitivity Sn of the matched filter algorithm are greatly
improved. Accuracy ACC of the matched filter algorithm are
improved

Based on the above analysis, it can be inferred that the
image segmented by the BSFLA-Kmeans algorithm effec-
tively removes the lesion points, thus successfully reducing
the misclassified background pixels caused by the lesion,
but at the same time sacrifices the part too close to the
lesion Blood vessel pixels. In general, preprocessing by
BSFLA-Kmeans algorithm is effective for improving accu-
racy.

VII. SUMMARY
The K-means method based on the approximate backbone
and the shuffled frog leaping algorithm is proposed. the iter-
ative formula of the K-means method to obtain clustering
results is discarded, and the classic shuffled frog leaping
algorithm is used to obtain the clustering results, instead.

The clustering results obtained are modified directly by using
the proposed K-means algorithm based on the approximate
backbone and the shuffled frog leaping algorithm, instead
of relying on the cluster centers to optimize the clustering
results. Experimental results show that, the running time of
the improved clustering algorithm is shorter than that based
on the shuffled frog leaping algorithm only, and clustering
results obtained by using the improved clustering algorithm
are better than those of other algorithms. The improved clus-
tering algorithm is applied to medical fundus record images,
and it has a better effect of optimizing blood vessel cutting.
Next, the automatic setting of some hyperparameters in the
algorithmwill be further studied, such as the number of frogs,
the number of groups, and the number of iterations. In addi-
tion, multiple runs of the original SFLA-Kmeans algorithm
are required to the initial solution of the BSFLA-Kmeans
algorithm, which make the response time too long, simplify-
ing the SFLA-Kmeans algorithm or using the classic Kmeans
algorithm to obtain a better initial solution is reckoned.
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