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ABSTRACT Recent development on 3Dflashmemories largely promotes the wide application of Solid-State
Drives (SSDs) by providing larger capacity from vertically-stacked layers. However, there exist speed
variations across different layers because of manufacturing process variations or physical designs, which
induces new challenges to fully explore the advantages of existing SSDs, e.g. the parallel structure. This paper
investigates the effect of speed variation on the parallel performance of SSDs. To balance chips’ workloads,
traditional method selects chips in a round-robin way. As chip queue time can be estimated by some main
factors, the chip also can be chosen in a greedy way. However, because of the layer speed variation, queue
time estimation model should be modified. This paper first establishes a new queue time estimation model
with the awareness of the flash layer information. Then the model is used to estimate the chip queue time and
to direct write requests into the chip with the least queue time. The key idea is to largely reduce queue time
of each write, thus reducing the average SSD response time. Finally, this new request redirection method is
evaluated on SSDsim with real world workloads. Experimental results show that our model can estimate the
queue time more accurately and our new request redirection method can improve 8.3% of write queue time
on average under the situation of 4 times speed variation among 16 layers.

INDEX TERMS 3D solid-state drives, flash chip parallelism, layer speed variations, queue time estimation.

I. INTRODUCTION
Multi-level parallelism of Solid State Drives (SSDs) plays an
important role in SSD performance advantages [1], [2]. With
the rapid development of 3D layer-stacked flash technology,
3D SSDs gradually become the main stream in SSD mar-
ket because of largely increased capacity [3], [4]. However,
the advantages of 3D SSDs have not been fully studied in
two aspects. 3D flash shows special programming/reading
speed variation characteristics from layer to layer [5]–[7].
A large number of traditional schemes e.g. data placement,
request scheduling/direction and garbage collection that are
designed for 2D flash cannot be aware of this variation, which
induces suboptimal performance in 3D SSDs. On the other
hand, because a flash block contains data in multiple layers,
the block size increases significantly. Meanwhile, layer vari-
ations would occur inside one flash block, which complicates
data management in 3D SSDs [8]–[10].We study the effect of
the first aspect on parallel performance that has been widely
studied in existing SSD designs.
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Existing works have promoted SSD performance by opti-
mizing parallel designs from various views. Elyasi et al. [11]
exploited the slack time among sub-requests and proposed a
new scheduling approach to re-order sub-requests for overall
request access time improvement. By estimating the slack
time, the proposed algorithm can insert sub-requests into
these slacks occasionally. Guo et al. [12] proposed a request
dispatching method to exploit channel resources and to avoid
the effect of garbage collection. Mao et al. [13] proposed
a garbage collection aware request dispatching method to
avoid GC conflicts. Chen et al. [14] established a delay
model to dispatch and schedule read/write requests separately
according to the obtained delay value. Cui et al. [15] proposed
to schedule read requests according to retention time and
write requests according to hotness, in order to be aware
of device process variations. Liu et al. [16] pointed that 3D
flash memory suffered from reduced utilization of chip-level
parallelism when the layer information is added, inducing
sub-optimal parallel performance. From these works, it can
be found that delay is an important metric for SSD par-
allel performance and many of these works use a method
to estimate delay values. Existing study has uncovered that

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 72025

https://orcid.org/0000-0002-8269-0468
https://orcid.org/0000-0002-8937-8055
https://orcid.org/0000-0002-6792-7746
https://orcid.org/0000-0003-3181-4480


J. Xu et al.: Layer-Aware Request Scheduling for 3D Flash-Based SSDs

there exists significant layer-to-layer access speed variations
in 3D flash [5], [6]. Thus, above methods may become not
applicable for 3D flash because of this significant variation.

By exploiting the layer speed variation characteristic of 3D
flash memory, this paper first establishes a layer-speed aware
access time estimation method, and then use this model to
provide more accurate chip queue time judgment in advance,
i.e. computing the sum of estimated access time for requests
in each chip. In order to verify the effectiveness of the
proposed estimation method, a greedy request dispatching
algorithm is proposed to distribute read/write requests into the
chip with a short-est estimated queue time. At last, we eval-
uate the dis-patching method on SSDsim using real-world
workloads. Evaluation results show that our method can esti-
mate more accurate chip queue time and achieve improved
8.3% write response time and 6.5% of SSD response time on
average.

Contributions of this paper are concluded as follows:
• A layer-speed aware estimation model is established to

providemore accurate chip access time of 3Dflashmemories;
• In order to verify the proposed model, a greedy

request assignment algorithm is implemented to dis-tribute
sub-requests into the chip with a shortest queue time, which
can verify the accuracy of this estimation method;
• The effectiveness of the proposed estimation method

has been evaluated on SSDsim with real work-loads and
experimental results show that 3D SSD response time can be
improved.

The rest of paper is organized as follows. Section II
introduces the background of 3D flash memory and the
motivation of exploiting layer speed variations. Section III
presents our proposed model on queue time estimation and
Section IV presents our boosting method that exploits this
model. Section V evaluates our proposed model and method
with real-world workloads. Section VI introduces some
related work about 3D flash memory. Section VII concludes
our work.

II. BACKGROUND AND MOTIVATION
In this section, some necessary background is first presented
about the basics of 3Dflashmemory and the characteristics of
layer speed variation. Then, the parallel structure of 3D SSDs
and request dispatching methods are introduced. At last, our
motivation to propose layer aware access time estimation for
3D SSDs is illustrated.

A. 3D FLASH BASICS
This part introduces the charge trap (CT) based flashmemory,
a special type of 3D flash memory widely used in 3D SSDs,
which utilizes an effective way to construct a vertical flash
structure. There are multiple gate stack layers and vertical
cylinder channels in 3D CT flash [10], [17], as shown in Fig-
ure 1(a). A special chemical liquid is used to erode the stacked
layers. The physical properties of this liquid cause the upper
layer to have a larger opening than lower layers as shown
in Figure 1(b), which leads to asymmetric feature process size

FIGURE 1. 3D flash memory basics. Multiple vertical layers are stacked to
provide a much larger capacity than planar flash (Fig. (a)) but show
significant access speed variations (Fig. (b)).

across the stacked layers. The electric field strength of each
layer is different, and for the larger opening, the electric field
strength would be high, which induces a slower access speed.
Thus, access speed on lower layers is faster than that on upper
layers. This phenomenon is called the layer speed variations,
as shown in Figure 1(b).

This physical phenomenon results in different strength of
electric field at different layers. The access speed at the top
layer could be multiple times faster than the bottom layer.
Consequently, pages within the same block can have different
access speeds for the sake of the asymmetric feature process
size of channels. Existing works have already studied this
phenomenon. For example, Chen et al. [5] discussed the
potential drawbacks bought by this asymmetric access speed
feature of 3D charge trap flash memories, and presented a
fine-grained hot/cold data separation method to place data
into suitable layers. Our work would exploit this phenomenon
in the parallel structure to boost 3D SSD performance.

B. PARALLEL STRUCTURE
In 3D flash-based SSDs, multiple flash memory chips are
partitioned and connected into multiple channels and ways.
Different constituent operational units can operate in parallel,
as shown in Figure 2, in which an SSD consists of multiple
flash chips. Consequently, the request data can be simultane-
ously loaded/stored from/into the flash memories, thus pro-
viding the potential to achieve high parallel performance.The
command queue is equipped for enabling the asynchronous
execution of multiple I/O requests. When the number of the
requests from workloads is larger than the size of command
queue, I/O requests have to wait in the queue of the par-
allel units. Chip-level parallelism has been widely studied
because that it provides flexible data storage. Thus, how to
schedule the queue requests and how to dispatch a request
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FIGURE 2. The internal parallelism of a typical SSD consisting of multiple
flash channels, each of which contains multiple chips.

from command queue into chips would largely affect SSD
performance.Nima et al. [18] proposed a method which can
exploit intra-request slack to improve SSD performance by
directing sub-request to a slack chip; Jie et al. [11] improved
SSD performance via balanced redirected read request, they
balance the workload on each chip by redirecting incoming
read requests.Zhang et al. exploit parallelism of 3DSLC-TLC
Hybrid SSD to improve write performance [19], Zhu et al.
improve the SSD performance by parallel garbage collec-
tion [20].

During the process to exploit parallelism, write requests
would be more flexible to choose different chips while the
addresses of requested read data are often fixed and can’t
easily change. There are two main schemes to direct a write
into chips, the static method and the dynamic method. The
static method would allocate each address into corresponding
chips during manufacture. Thus, the chip would be fixed for
each write request. The dynamic method can direct requests
according to current situation, which would result in more
flexibility. This work belongs to a dynamic chip selection
method. How to effectively dispatch requests into a suitable
chip would directly influence the queue time of the current
request and further the overall response time.

C. A MOTIVATIONAL EXAMPLE
To maximize I/O throughput of SSDs, some existing works
have been proposed to schedule requests during a chip or redi-
rect requests into new chips. Thesemethods all rely on an esti-
mated request access time to guide the algorithm.However,
in 3D flash memory, the situation becomes different and
complicated. As illustrated above, the layer of 3D flash has
access speed variations, which would directly induce inac-
curate access estimation and suboptimal performance. For
chip redirection, the chip queue time has to be estimated.
Traditional methods would decide the queue length using the
overall requested data size of waiting requests or the num-
ber of these requests. However, when layer speed variation
occurs, this method may be invalid.

In practice, the layer speed variation values would exist
across multiple layers. Here we only give a simple example
in two layers for the sake of simplifying this problem. This
example is shown in Figure 3, in which the brown part
represents the time for GC operation, the black part represents

FIGURE 3. An example to show chip dispatching schemes with and
without the awareness of layer speed variations. It can be seen that two
sub-figures indicate different decisions and the new model would be
more accurate to guide chip directions for write requests.

the time remaining for the performing request and the gray
one represents the latency time of sub-requests that are being
queued. When a channel is performing GC operation, any
chip under that channel can’t deal with request, thus only
Channel 1 is considered for requests. In the situation of
Figure 3(a), the new request will be assigned to chip 1 by
traditional method, because it has the shortest queue length
on the surface. However, access speed variations across layers
within the same block have to be considered. Assuming that
the requests in Chip 2 are executed at the bottom layer, e.g.
the 3rd layer, as shown in Figure 1(b), while the requests in
Chip 1 are at the upper layer, e.g. the 20th layer with two
times slower access speed than that in the 3rd layer, actually
the overall execution time in Chip 1 can be longer than that in
Chip 2, as shown in Figure 3(b). By layer-aware estimation,
the queue time of chips is obviously more accurate and it
proved that traditional method makes fault judgement on chip
latency. Thus, the layer speed variation has an impact on
calculating queue time and chip selection.

In order to solve the above problem, we propose a layer
speed variation aware access time estimation model to com-
bine the layer speed difference together with the request
length, thus providing more accurate chip queue time judge-
ment in 3DSSDs. Furthermore, in order to verify the accuracy
of this estimation method, a greedy request assignment algo-
rithm is implemented to greedily dispatch sub-requests into
the chip with the shortest queue time according to estimated
queue time of each chip.

III. THEORETICAL MODEL
This section presents the detailed layer speed aware model
for queue time estimation. When requests come to SSDs,
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they would be first decomposed into several sub-requests,
sub-requests often have the size of one page. To accomplish
re-direction of sub-requests, it is of utmost importance to
accurately estimate the queue time of each chip. According
to the actual states of SSDs, the queue time of a chip, TQueue,
is composed of 1) overall response time of waiting read/write
sub-requests in the chip queue, T Response; 2) the time for GC
operation, TGC ; and 3) the remaining time of the operation to
complete on the current chip, T Remain, which is also shown
in the example of Figure 3. Thus, Equation 1 can be first
obtained to compute the overall queue time.

TQueue = T Response + TGC + T Remain (1)

When there does not have enough valid pages in an SSD,
the GC operation will be performed. If a channel is busy with
GC operation, this channel bus is unavailable for request.
When GC operation starts, TGC will be a fixed large value,
otherwise its value is zero.

Most SSDs are designed with two priority rules: 1) Read
First (RF); 2) First Come First Served (FCFS). In the first rule,
read requests have priority over write requests. In the second
rule, requests that arrive earlier have higher priority over
those that arrive later. In commonly used scheduling schemes,
the control unit will process all read sub-requests ahead of the
write sub-requests in the channel. In other words, the coming
write sub-requests have to wait for all the read sub-requests
within the same channel and other write sub-requests in
their individual queues. According to the features above, for
each chip, the queue time, T Response consists of both service
time of read sub-requests and write sub-requests. Therefore,
the response time in Equation 1 can be computed in Equa-
tions 2-4, shown as follows, in which n refers to the number
of chips in a channel while T Responser_sub and T Responseω_sub represent
the response time of read sub-requests andwrite sub-requests,
separately.

T Response = T ResponseRD + T ResponseWR (2)

T ResponseRD =

n∑
chip=0

∑
T Responser_sub (3)

T ResponseWR =

n∑
chip=0

∑
T Responseω_sub (4)

In the following, the estimation model for the time of a
single request is established by exploiting the 3D flash char-
acteristic of layer speed variation. For read sub-requests, its
service time consist of three phases: command transfer time,
medium access time and data transfer time. Thus, the time
can be estimated as Equation 5. The first phase is consumed
by transferring command address, is often small and can be
neglectful.

T Responser_sub = T commandr_sub + T datar_sub + T
trans
r_sub (5)

The second phase is consumed by reading data from flash
to the registers of its plane, which takes varied time for
different requests according to their size. However, in the

real-world 3D SSDs, the variations from layer to layer is
not exactly the same. In order to simply estimate the speed
relation of each layer, we suppose to set variations among
layers increasing by a certain percentage. Specially, because
of layer access speed variations, the model should multiply
a parameter to indicate speed times on the basic latency
value R. For example, the access time for pages stored at
the top layer will be faster than that in the bottom layer.
Thus, the data access time is estimated as Equation 6 where
Speed layer is determined by current layer as Equation 7. To
simplify the model calculation, we set k a fixed value in the
Equation 7, it means the variations between neighbouring
layers are considered as the same.

T datar_sub = R× Speed layer (6)

Speed layer = k × Cur layer (7)

The last phase is consumed by transferring data from reg-
isters to the controller and further to the host through channel
buses, which is only related to requested data size. Thus, this
part of time is estimated as Equation 8, in which Tc represents
the latency to transfer one KB data and Sizer_sub is the size of
transferred data in the unit of KB.

T transr_sub = Sizer_sub × Tc (8)

For write sub-requests, its service time is estimated almost
the same as read sub-request, but moving the third phase in
reads into the first phase. Thus, the access time for write
sub-requests can be estimated as Equation 9, in which W
represents the basic write latency for one page a Sizeω_sub
represents the size of data to write.

T Responseω_sub = W × Speedlayer + Sizeω_sub × Tc (9)

Until now, all parameters in the queue time estimation
model shown in Equation 1 are computed with known values.
After all the queue time of chips are estimated, the target chip
would be chosen as the one with the least estimated queue
time, details of which are presented in Section IV.

IV. METHOD
In order to verify the proposed chip queue time estimation
model, this section presents the detailed design of our layer
aware chip re-direction method, named as LaCR, which
exploits the newmodel for more effective request dispatching
and improved response time. The overview of LaCR is first
presented. An important module in LaCR, the layer informa-
tion storage module is then illustrated. Finally, the workflow
of chip re-direction is introduced.

A. OVERVIEW
LaCR makes layer-aware request dispatching at the Flash
Translation Layer (FTL) firmware. The system architecture
with LaCR is presented in Figure 4. When an I/O request is
picked up by device interface, it will be divided into several
page-sized sub-requests and then distributed into multiple
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FIGURE 4. The overview of LaCR, our layer-aware chip re-direction
method. LA-QTE:Layer Aware- Queue Time Estimation.

flash chips. In order to exploit its parallelism in a more effec-
tive way, we suggest to allocate write (not read) sub-requests
to more suitable chips in a greedy algorithm since there is
no Write-in-Place in flash. The mechanism of this allocation
method is explained in Section IV-C. To decide which chip is
the best choice, we conduct chip queue waiting time estima-
tion, which will be talked in the next section.

B. OBTAINING LAYER SPEED INFORMATION
A key in our proposed LaCR method is to exploit the layer
information and provide speed parameters. Firstly, for obtain-
ing layer information, some advisable ways are provided to
figure out the layer information. One direct method is to
directly compute the current layer of requested address in
the situation of fixed address organization. This method does
not consume extra storage and is easily implemented. Thus,
it is used in our work. However, it would be invalid in the
situation of dynamic address mapping. Thus, the other way
is to establish a relationship with extra storage, which should
be carefully designed in implementation. Secondly, for the
speed parameters, as existing works do not report detailed
value, it is set in a progressive way. For example, accesses
in the bottom layer are set to be two times slower than that in
the top layer, speed variations across multiple middle layers
would be increased progressively based on the speed in the
top layer.

C. THE WORKFLOW OF CHIP REDIRECTION
This section introduces the workflow of our LaCR meth-od
that consists of two steps: 1) computing the estimated
queue time of each chip; 2) choosing the chip with the
least queue time. When a write sub-request arrives, LaCR
will estimate queue time of each chip exploiting the layer
information of sub-requests presented in Section III. After
all of the chip queue time are calculated, a greedy algo-
rithm is used to allocate the coming write sub-request into
chips, as shown in Algorithm 1. More specifically, most
SSDS follow the rule of First Read-First Come First Served
(FR-FCFS), whereby it is difficult to make a global optimal
choice for the unpre-dictable behavior of the future read
requests that can get prioritized over writes. Our greedy

Algorithm 1 Greedy Chip Selection Strategy
Input: Write_Subi
Output: targetChannel i, targetChipi
1: perform queue time estimation;
2: chip in channel means how many chips in a channel;
3: Shortest_time=∞;
4: Token++;
5: for i = 0; i < chipNum; i++ do
6: if Queuetime[i] < Shortestctime then
7: Shortest_time = Queue_time[i];
8: clear multi chip[ ] array;
9: multi_chip[0] = i;
10: multi_chipnum = 1;
11: end if
12: if Queuetime[i] == Shortest_time then
13: multi_chip[multi_chip_num] = i;
14: multi_chip_num++;
15: end if
16: end for
17: chipID = multi_chip[Token%multi_chip_num];
18: targetChannel = chipID/chips in channel;
19: targetChip = chipID%chips in channel;
20: determine die and plane using static strategy;

algorithm chooses the best chip for the current estimated
queue time and our experimental result also proved its effec-
tiveness. When there does not have enough valid pages in
an SSD, the GC operation will be performed to move lots of
pages. As is known, GC operation will keep the bus busy for
a long time and all the chips in this channel would not serve
any coming requests. Considering the great time consumption
of GC, if GC operation is performed on a channel, we will
neglect its chips and choose other free chips. When the chip
number and channel number are determined by our method,
the die number and plane number are obtained by simple
modulo calculations. It may be in the situation that there may
be several chips with the same queue time. In order to deal
with this issue, we keep a pointer to select a different one
next time. Until now, our proposed access time estimation
model and the method is fully illustrated. In the next section,
the effectiveness of LaCR would be evaluated.

D. COMPLEXITY AND OVERHEAD ANALYSIS
Our proposed estimation model incorporates the layer infor-
mation, which only requires negligible computational over-
head as the layer information can be directly computed with
simple modulo calculations. Our proposed queue time esti-
mation and greedy chip selection method only is a linear
scheduling algorithm, the complexity of which is also linear
and also induces negligible overhead.

V. EVALUATION
This section first presents the experiment settings to evaluate
LaCR. Then, SSD performance results are presented and
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TABLE 1. Ssd Configurations.

TABLE 2. Workload Characteristics.

analyzed for three compared methods. At last, sensitivity
study results are shown and analyzed to verify the effects of
two parameters: the speed variation and the layer number.

A. EXPERIMENTAL SETUP
Our evaluation experiments are developed on an event-driven
SSD simulator, SSDSim [21], which shows several page
allocation strategies, thus is suitable to make changes and
comparisons. Specifications and latency parameters of our
modeled SSD are showed in Table 1. Five workloads with
obvious differences in read/write request ratio are chosen
to verify the effectiveness of our proposed method LaCR,
as shown in Table 2. Three chip selection methods have been
implemented and compared: 1) Baseline is a static method
and the way of striping logical addresses across the channels,
chips, dies and planes is in the order of Channel-first, Chip-
second, Die-third and Plane-fourth. 2) Original chip redi-
rection (OCR) is the method to allocate write sub-requests
according to queue time estimation without the consideration
of layer speed variations. 3) LaCR is our proposed method
which estimates queue time with the awareness of layer speed
variation.

Besides the parameter settings of the above basic experi-
ment, a sensitivity study has been performed on two param-
eters to further verify the effectiveness of LaCR. In the basic
experiment, the layer speed variation value and the layer num-
ber are set as 2 and 16, respectively. Note that the variation
value is the speed times in the bottom layer over the top layer,
the middle layer speed would progressively increase with the
same rate. Extra values for both parameters are set to study
the sensitivity and the detailed results would be discussed in
Section V-C.

B. SSD PERFORMANCE
The experimental results of SSD request response time are
shown in Figure 5 with the results of selected chip number
and write queue time and Figure 6 with the results of write

FIGURE 5. Comparison of the three methods on the number distribution
of selected chips. It can be seen that our proposed method indeed
changes the selection method of chips and achieves write queue time
improvement.

response time and overall response time. According to these
results, four observations can be obtained. Firstly, we can see
that, compared with the basic static method, the other two
methods OCR and LaCR both improve parallelism greatly
and can reduce IO request response time by 3.8% and 6.5% on
average respectively. The improvements for write request are
more obvious with 6.2% and 8.3% on average respectively,
shown in Figure 5(b). This is because they both take the queue
time of chips into consideration.

Secondly, LaCR works efficiently and achieve the best
parallelism compared with other methods. It is because of
significant layer-to-layer access speed variations in 3D flash.
LaCR exploits this characteristic, which can provide more
accurate chip queue time judgment. Chip selection results are
indeed changed, as shown in Figure 5(a). Thirdly, write queue
time and overall queue time are both decreased, as shown
in Figure 6(a) and 6(b), which indicates that our distribution
of write sub-requests can not only improve write perfor-
mance, but also do no harm on overall SSD performance.
At last, LaCR performs better for write intensive workloads
than read intensive workloads e.g. src0 and ts0, their read
ratio are less than 20%. Write response time improved by 2%
within read intensive workloads while by 10% within write
intensive workloads. This is because our LaCR is applied to
write requests. The performance of LaCR is positively related
to the proportion of write requests. These results verify the
effectiveness of LaCR.

C. SENSITIVITY STUDY
This section presents the sensitivity study results of LaCR
on two parameters, the range of layer speed variation and
layer number. Under the condition of the maximal layer speed
variation equal to 4, when layer number increases, LaCR
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FIGURE 6. SSD performance of three compared methods.

and OCR still performs better than the baseline method and
LaCR always performs the best. Write performance improve-
ments are reducing when layer numbers are increasing with
the speed variation fixed. That is because the access speed
variation between layers is less obvious and the queue time
estimated is more similar between LaCR and OCR. Note that
under the condition of a fixed layer number of 16, the per-
formance of OCR is getting worse while LaCR is getting
better when the maximal layer speed variation increases. This
makes sense because the accuracy of queue time estimation
in OCR is decreasing when layer speed difference aggra-
vates. However, our LaCR method still performs well under
these conditions. These sensitivity study results show that our
LaCR method can improve SSD response time under various
parameter settings.

VI. RELATED WORK
In the research community, many studies have been
con-ducted on characteristics and performances of flash
memories, especially in parallelism. Existing related works
can be classified to three aspects. The first aspect aims to
assign data into paralleled chips by considering current queue
length. Related works in this aspect have been introduced in
Section I.

The second aspect aims to minimize the interference
between reads, writes and GC operations. Chen et al. [22]
concluded that strong interference between reads and writes
may have a negative effect on I/O parallelism on SSDs.
Missimer et al. [23] presented a flash translation layer design
that partitions read and write requests into different flash
chips. Sun et al. [24] designed a buffer management strategy,
called CalmWPC, to effectively reduce write performance
cliff caused by GC, and shorten user response time.

The third aspect aims to ameliorate the relevant opera-
tions about address translations. Xie et al. [25] proposed

FIGURE 7. Sensitivity study results of LaCR on two parameters, each of
which are set as two extra values. (Result data is the average value of five
workloads.)

an enhancement to the state-of-the-art DFTL approach that
reduces its address translation overhead by decoupling from
data access. Jin et al. [26] proposed a dynamic die bind-
ing policy to maximize the parallel processing capability of
SSDs. Compared with these works that focus on 2D flash,
this paper is the first to optimize parallel performance of 3D
SSDs by exploiting access speed variations among layers.

VII. CONCLUSION
This paper studied the parallel performance of SSDs with
3D flash memories that have significant layer-to-layer speed
variation. In order to improve SSD performance, we proposed
to a new chip queue time estimation model by exploiting
this speed variation and applied this new model into chip
re-direction. Experimental results show that our method can
explore the parallel structure more efficiently.
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