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ABSTRACT To obtain independent navigation results for autonomous underwater vehicles (AUVs) and
construct high-resolution consistent seabed maps, a particle filter-based bathymetric simultaneous localiza-
tion and mapping (BSLAM) method with the mean trajectory map representation is proposed. To reduce
the computational consumption, particles only keep the current estimated position of the vehicle, while all
historical states of the vehicle are stored in the mean trajectory map. Using this set-up, only the weights of
the particles which closed to the mean trajectory map are calculated with newly collected bathymetric data.
A hierarchical clustering procedure is also discussed to identify invalid loop closures. The performance of
the proposed method is validated using both the simulated data and the field data collected from sea trails.
The results demonstrate that the proposed method is 50% more accurate and 50% faster than a state-of-
the-art particle filter-based BSLAM method, and it has similar accuracy but 30% faster compared with a
graph-based BSLAM method.

INDEX TERMS Autonomous underwater vehicle, bathymetric simultaneous localization and mapping,
particle filter, hierarchical clustering.

I. INTRODUCTION
Autonomous underwater vehicles (AUVs) have been used for
a variety of tasks, including oceanographic surveys, dem-
ining, and seabed mappings [1]. When an AUV operates
close to the seabed, it can collect high-resolution bathymetric
data [2]. But a consistent seabed map can only be constructed
with accurate navigation results of the vehicle [3]. Water
can greatly attenuate or even stop Global Positioning Sys-
tem (GPS) signals, making GPS incompetent for the under-
water navigation of AUVs. Alternatively, long and ultra-short
baseline acoustic positioning systems provide navigation
results with bounded localization errors but restrict operations
to a relatively confined area around acoustic units [4]. Dead
reckoning (DR) systems are common navigation methods to
locate AUVs with short-term accurate positioning results, but
the resulting navigation error will gradually accumulate over
time, thus rendering it unsuitable for long-term underwater
positioning [5].
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Simultaneous localization and mapping (SLAM) enables
underwater vehicles to construct or update a map of an
unknown environment while positioning themselves using
the map built [6], [7]. Most SLAM methods estimate the
difference between states of an AUV by calculating the sim-
ilarity of associated features. However, underwater features
such as peaks and valleys are sensitive to viewing angles
and lack spatial density in underwater environments, making
feature extraction or identification difficult. Thus, featureless
SLAM methods are developed to solve bathymetric SLAM
problems.Many breakthroughs have beenmade in featureless
BSLAM methods using the particle filtering theory [8]–[11].
In the PF-BSLAM, if the particle does not store all the histor-
ical positions of the vehicle, a map representation is needed
to store and update the maps. The grid map representation
which based on the distributed particle mapping (DPM) used
in [8], [11] that each grid stores estimated terrain depths
and the corresponding particle IDs. The particle can be
weighted by accessing the grids, and the particle’s map can
be constructed through the particle ancestry. However, the
resolution of the grid influences the quality of the map, and
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a substantial amount of memory resources for storage is still
needed to store the grid map.

The trajectory map representation proposed by
Barkby et al. [9] is also based on the DPM. Using this
set-up, the trajectory map maintains each particle’s map by
storing the particle ancestry tree and a list of bathymetric
observations shared by all particles. Each particle stores a tra-
jectory since the last execution of the resampling. The entire
trajectories of the particles can be reconstructed by accessing
the corresponding particles and their parent IDs from the
ancestry tree. Compared with the grid map representation,
this method reduces thememory usage, but the computational
efficiency limits its applications as the Gaussian process
regression used in particle weighting needs a substantial
amount of computational resources for terrain prediction.
Contribution: In the proposed PF-BSLAM method,

the whole trajectory of the vehicle is estimated in two parts:
particles only keep the vehicle’s current estimate positions
to reduce the storage consumption, and all historical posi-
tions of the vehicle are stored in a mean trajectory map.
To detect the loop closure between a particle’s current esti-
mated positions and historical positions of the vehicle, a tem-
porary map is constructed in particles closed to possible
overlapping areas use the inverse distance weighting (IDW)
interpolation algorithm. Loop closure consistency determi-
nation (LCCD) method is designed to identify invalid loop
closures. Compared with the grid and trajectory map
representations, the proposed method is more efficient and
accurate because the use of submap matching allows more
bathymetric observations to bematched in particle weighting.
The performance of the newly proposed BSLAMmethod has
been proved using both simulated and field data.

The rest of this paper is organized as follows. Section II
outlines related work. Sections III and IV detail the proposed
algorithm, and Section V presents the results of the playback
experiments. Finally, we draw the conclusions in Section VI.

II. RELATED WORK
Many breakthroughs have been made in bathymetric SLAM.
Roman and Singh [12] decompose a map into submaps,
which are matched using the iterative closest point algo-
rithm. Although experimental results confirm the higher
accuracy compared with those of traditional navigation
methods, this method cannot handle errors inside submaps.
Palomer et al. [13] use the probabilistic iterative closest
point algorithm for 3D underwater SLAM to obtain consis-
tent maps, but only the relative positions of the patches are
corrected, the internal patch error cannot be modified, and
this method cannot be used online due to the high computa-
tional cost. Stuckey [14] achieves BSLAM using navigation
cells, which are patches stored as grid submaps along the
AUV trajectory. When the AUV passes through a previously
explored patch, the new cell is compared to the original one,
and the observations are updated accordingly. Although sim-
ulation results demonstrate the effectiveness of this method,
a variety of topographic information is required, and the

AUV should pass close to the navigation cells. Ma et al. [15]
use graph-based BSLAM to identify invalid loop closures
by a multi-window consistency method (MCM) that demon-
strates robustness in simulations. However, the MCM needs
plenty of computational resources, especially when dealing
with a large number of loop closures. Another graph-based
BSLAM proposed by [16] using sparse Gaussian processes
as the bathymetry representation, but it has the accuracy
problem if the smooth seafloor prior is not valid.

We proposed a BSLAMmethod using the PF theory, a non-
parametric Bayesian filter that represents the state distribu-
tion by a set of samples [17]. The traditional PF framework
with a particle set size (N ) and a total mission time (T ) is
described in Algorithm 1. In particle filter, the prior estima-
tion of the vehicle state is approximated by the propagation
of all the positions of the particles S(t)n ∼ p(S(t)n |ut , S

(t−1)
n ).

After the particle propagation procedure, the particles are
weighted based on how well the observed swaths matched
with the previous bathymetric observations at position S(t)n ,
w(t)
n ∼ p(zt |S

(t)
n ). Normally, as the prior estimation S(t)n

is already calculated in particle propagation, zt (the
bathymetric observations) are only considered in particle
weighting [8], [9], [18]. After particle weighting, the poste-
rior estimation of the vehicle position is approximated by all
the positions of the particles after resampling.

Algorithm 1 Particle Filter (PF) Framework
for time t = 1 to T do

Input particle set at time t – 1 (P(t−1)), control at time t
(u(t)), bathymetric observation collected using a multibeam
sonar at time t (z(t)).

for particle n = 1 to N do
Propagate the position of particle n:
S(t)n ∼ p(S(t)n |ut , S

(t−1)
n ).

end for
for particle n = 1 to N do
Update the weight of particle n: w(t)

n ∼ p(zt |S
(t)
n ).

end for
Resample the particle set.
Update the map based on surviving particles.
Output P(t).

end for

III. PARTICLE UPDATE
By using the high precision fiber optic gyrocompass and
altimeter, the impact of the systematic errors of depth, head-
ing, pitch, and roll on the vehicle state is virtually negligi-
ble, which means that the states of particles only include
the estimated positions of the vehicle on the horizontal
plane [8]–[11]. Thus, a particle set P(t) with N particles is
defined as

P(t) =

[
S(t)1 . . . S(t)N
w(t)
1 . . . w(t)

N

]
, (1)
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where S(t)n is the horizontal position of the particle n at
time t , and w(t)

n represents the particle’s weight. All the
particles are initialized with the ground-truth location of the
AUV obtained by the GPS or acoustic positioning methods.

A. MAP STRUCTURE
The central position of the particle set at time t (S(t)p ) is
considered as the estimated position of the vehicle, and
the mean trajectory map consists of all historical estimated
positions. As illustrated in Fig. 1, the bathymetric map can
be constructed by combining the mean trajectory and the
bathymetric observations at corresponding moments. The
storage requirements of the map representations are detailed
in Table 1.

FIGURE 1. Mean trajectory map with five estimated positions of the
vehicle and five bathymetric observations.

TABLE 1. Comparison of memory requirements. (a) Storage requirements
of the mean trajectory map. (b) Storage requirements for trajectories
stored in particles. The memory requirements of the current AUV position,
complete trajectory, and bathymetric observations are denoted as mi , mj ,
and mk , respectively. The mean trajectory representation from the
proposed method requires less storage because mi is much smaller
than mj .

B. PROPAGATION OF THE PRATICLES
To prevent the particle depletion problem [19]–[22], the Jit-
tered Bootstrap discrete-time model [20], [21] is applied to
propagate the particle position at each moment:

S(t)n = S(t−1)n + u(t) + ω +N (0,σ 2
m), (2)

where u(t) is the control vector of the vehicle at time t , ω rep-
resents a process noise with Gaussian distribution, N (0,σ 2

m)
is a Gaussian noise to recover the particle diversity in the state
space after resampling, with σm being the standard deviation:

σ 2
m = σ

2
c + Ae

−tr
C , (3)

where tr is the time interval since the last execution of the par-
ticle resampling, A is an attenuation factor (when tr is below
a predefined threshold B, A = 0), σ 2

c is a constant variance,
and C is a constant. At the beginning of the mission, tr is
set as a large value, and hence, σ 2

m ≈ σ
2
c . After resampling,

tr restarts from 1. When tr ≥ B, the particles are added a
decaying variance to ensure their dispersion in the state space,
as shown in Fig. 2.

FIGURE 2. Variance σ2
m according to resampling period tr , for σ2

c = 1,
A = 5, B = 10, and C = 10.

C. PARTICLE WEIGHTING
The particle weighting process is detailed in Algorithm 2.
As the mean position of the particles is considered as the
posterior position of the vehicle, all the particles are included
in resampling, which means all the particles are weighted
in particle weighting. If the minimum horizontal distance
between the position of particle n and the mean trajectory
before time t − tl (tl is a threshold) exceeds a radius R,
w(t)
n is set as 1/N , or the particle is considered as overlapped

with the mean trajectory, and w(t)
n is calculated based on

submap matching.
In the mean trajectory map, we denote a submap including

m measurement points collected between the time interval
[t − Tp + 1, t] as PCm×3, and the corresponding submap
associated with the particle n can be given by:

Pmap = PCm×3 + Nm×1

[
⇀

V ec
0

]T
1×3

, (4)

where
⇀

V ec = S(t)n − S
(t)
p , (5)

Nm×1 is the matrix that all elements are 1. Similarly, the
mean trajectory submap (Mmap) is the mean trajectory map
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Algorithm 2 Particle Weighting
if minimum horizontal Euclidean distance of particle n to
mean trajectory map is below R.
Generate a temporary submap (Pmap) and a submap of

the mean trajectory map (Mmap).
Interpolate Pmap by using the inverse distance weighted

interpolation.
Calculate the mean squared error (MSE, denoted as mse)

of the overlapping area between submaps.
if mse < threshold
Weight particle n based on similarity of two submaps.

end
end

between [tlp − Tm/2, tlp + Tm/2], where Tm is the number
of swaths in Mmap and tlp is the time that corresponds to
the historical positions of the vehicle that closest to S(t)n ,
as illustrated in Fig. 3.

FIGURE 3. Loop closure detection in particle n. The Mmap and Pmap
containing five and three swaths, respectively.

The similarity between Pmap and Mmap is quantified
using the mean squared error (MSE) [23]:

mse =
1
I

I∑
i=1

(Z (i)
pmap − Z

(i)
mmap)

2, (6)

where I is the number of valid measurements, Z (i)
mmap is the

terrain depth of i-th measurement point in the Mmap, and
Z (i)
pmap is the depth obtained using IDW interpolation at the

same position as Z (i)
mmap in Pmap, as shown in Fig. 4. If I is

greater than a given threshold while mse is less than another
given threshold, S(t)n is considered as a possible current loca-
tion of the vehicle and the particle n is weighted. Otherwise,
the particle weight is set as 1/N .

FIGURE 4. Submap interpolation based on IDW.

Assumed that the difference between the estimated bathy-
metricmeasurement at the same positions ofPmap andMmap
follows a Gaussian distribution [8], w(t)

n is calculated as:

w(t)
n =

1
I

I∑
i=1

p(Z (i)
pmap = Z (i)

mmap), (7)

p(Z (i)
pmap = Z (i)

mmap) =
exp(−(Z

(i)
pmap−Z

(i)
mmap)2

2σ 2s
)√

2πσ 2
s

, (8)

where σ 2
s is the measurement variance of the sensor, I is the

number of valid measurement points in Pmap, respectively.
As the flat terrain may lead to a biased estimate on the

particle weights, the particle weight indexation is used to
improve the robustness of the proposed BSLAM [17], [24]:

w(t)
n = (w(t)

n )α, (9)

where α is a function of Pmap orMmap related to the terrain
information

α = min(αpmap, αmmap). (10)

Specifically,

αpmap =
(σ 2
s + σ

2
pmap)δ̂

2
pmap

(σ 2
s + σ

2
pmap)(δ̂2pmap + σ 2

pmap)+ σ 2
s σ

2
pmap

, (11)

where σ 2
pmap is the variance of bathymetric measurements

in Pmap, δ̂2pmap represents the terrain information expressed
using the fluctuation variance of bathymetric measurements
in Pmap [25]:

δ̂2pmap =
1
I

I∑
i=1

[Z (i)
pmap −

1
I

I∑
i=1

Z (i)
pmap]

2
− σ 2

pmap. (12)

After weighting all the particles, if the effective particle
size Neff

Neff =
1

N∑
n=1

[w̃(n)]2
(13)
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is less than two thirds the number of particles, the particles
are resampled [18], where w̃(n) is the normalized weight of
particle n, and the n-th loop closure is defined as

L(n) =
{
⇀m(n), [t

(n)
loop, t

(n)
end ]

}
, (14)

where ⇀m(n) is the vector from S(t)p (before resampling) to S(t)p

(after resampling), t (n)loop = tlp and t
(n)
end = t are the start and

end times of the n-th loop closure, respectively.

IV. MEAN TRAJECTORY MAP
The validity of a loop closure detected at time t is judged by
the loop closure consistency determination (LCCD) method,
and the corresponding trajectory will only be updated if the
loop closure is considered valid.

A. MAP UPDATE
To avoid the repeated update of the same part on the mean
trajectory caused by various loop closures, the loop closure
detected at time t (L(n)) only updates the mean trajectory in
the time period U(n)

U(n) = l(n) − lh(1:n−1) ∩ l(n), (15)

in which,

lh(1:n−1) = l(1) ∪ l(2) . . . ∪ l(n−1), (16)

and

l(n) = [t (n)loop, t
(n)
end ]. (17)

The corrections of the estimated position of the vehicle
(denoted as 1

⇀

X (t)) corresponding to U(n) are given by the
terrain correlation correcting method [26]:

1
⇀

X (t) =
(
at/atb

)
·
⇀m(n) t ∈ U(n), (18)

ai =
i∑

j=ta

1
p
(S(j)p |S

(j−1)
p )

, (19)

where ta and tb are defined as the minimum and maxi-
mum values in U(n), p(S(j)p |S(j−1)p )

is the interframe motion
uncertainty of the AUV. p

(S(j)p |S
(j−1)
p )

can be estimated using
the similarity between the predicted and actual bathymet-
ric observations. However, the terrain prediction methods
such as Gaussian process regression require a substantial
amount of computational resources. For an accurate inertial
navigation system, we assume that the interframe motion
uncertainty in [ta, tb] is approximately constant with value p.
Hence,

ai =
i∑

j=ta

1
p
(S(j)p |S

(j−1)
p )

≈

i∑
j=ta

1
p
, (20)

and (18) can be simplified as

1
⇀

X (t) =
(
at/atb

)
·
⇀m(n)

FIGURE 5. Trajectory update using
⇀
m(n) for U(n) = [t(1),t(2)] ∪ [t(5),t(7)]

and solidified period (t(2), t(5)). As t(2) ∈ U(n) is the time closest to

(t(2),t(5)), 1
⇀
X (t(2))

= 1
⇀
X (t(3))

= 1
⇀
X (t(4))

.

FIGURE 6. The calculation of EV (t)
i for t = t (i )

end .

≈

 t∑
j=ta

1
p
/

tb∑
j=ta

1
p

 · ⇀m(n)

= [(t − ta + 1)/(tb − ta + 1)] · ⇀m(n) t ∈ U(n). (21)

If U(n) is not a continuous period, as the relative positions
of the vehicle in each continuous period in [ta, tb]− U(n) are
solidified, the positions in each continuous period in [ta, tb]−
U(n) are updated by the same vector

1
⇀

X (t) = 1
⇀

X (t(i)), (22)

where t(i) ∈ U(n) is the earliest time closest to each continuous
period in [ta, tb]− U(n), as illustrated in Fig. 5.

B. LCCD
The assumption of the loop closure consistency determina-
tion (LCCD) method is that the valid loop closures are con-
sistent in the update of the trajectory, while the invalid loop
closures have completely contradictory views on the map
update. Therefore, the invalid loop closures can be detected
by clustering.
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FIGURE 7. The relations between L(i ) and L(j ), for i < j .

1) EUCLIDEAN MATRIX
The M ×M Euclidean matrix D defined as

Dij =

{
d (i, j) i 6= j
0 i = j

(23)

is used as the basis of clustering, where M is the number of
loop closures input to the LCCD, and d(i, j) is the distance
between the DR correction vectors of loop closure i and loop
closure j at the corresponding time, hence

d(i, j) = d(j, i). (24)

The DR correction vector of loop closure i (i is ordinal) at
time t (denoted as

−→
Vi (t)) is defined as

−→
Vi (t) =

t − t (i)loop

t (i)end − t
(i)
loop

(x
t (i)loop
DR − x

t (i)end
DR + S

(t (i)end )
p − S

(t (i)loop)
p ) t ∈ li,

(25)

where x tDR is the position of the vehicle estimated by DR,
as illustrated in Fig. 6.

Assuming i < j, there are three relations between L(i) and
L(j), as illustrated in Fig. 7.

For relation 1 (t (j)loop < t (i)loop):

d(i, j) =

∥∥∥∥(−→Vj (t (i)end ) −−→Vj (t (i)loop))−−→Vi (t (i)end )∥∥∥∥
2
. (26)

FIGURE 8. Sea trail region corresponding to experimental data.

For relation 2 (t (i)loop ≤ t
(j)
loop ≤ t

(i)
end ):

d(i, j) =

∥∥∥∥(−→Vi (t (i)end ) −−→Vi (t (j)loop))−−→Vj (t (i)end )∥∥∥∥
2
. (27)

For relation 3 (t (j)loop > t (i)end ), d(i, j) is set as zero because
l(i) ∩ l(j) = ∅.
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FIGURE 9. Experimental equipment for data collection.

FIGURE 10. SLAM results for 400 particles. The map in (a) was generated by the mean trajectory and represents the final result of the proposed
BSLAM method. The error in (b) was calculated with respect to GPS data. The error distribution of the trajectory points shown in (c)–(e) have the
mean values indicated by the red dashed lines.

2) HIERARCHICAL CLUSTERING
After generating Euclidean matrix D, hierarchical clustering
is applied to judge the validity of L(n). The hierarchical
clustering method divides data into various layers according
to the similarity of the data sets, it does not need a prede-
fined number of clusters, rendering it suitable for LCCD.
Detailed explanations of the hierarchical clustering can be
found in [27].

If L(n) is a single cluster under a predefined threshold,
L(n) is considered invalid. The mean trajectory is not updated,
and all the particle positions are restored to the estimated

position of the vehicle before resampling. If L(n) is not a single
cluster under the threshold, L(n) is considered valid, and the
map update method described in Section IV is applied to the
mean trajectory map.

V. PLAYBACK EXPERIMENTS
Two playback experiments were conducted using simu-
lated data and field data, in which the latter was col-
lected from a sea trial around Zhongsha Reef, China (shown
in Fig. 8). All datasets were corrected considering the influ-
ence of waves on the measurements before experiments.
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FIGURE 11. The particle standard deviation of BPSLAM and proposed BSLAM.

FIGURE 12. Effect of number of particles on SLAM. Each black point represents the result of one test, and the red triangles indicate
the average error of each group.

FIGURE 13. Computation time of proposed BSLAM and BPSLAM. The red line represents the average computation time.

The graph-based MCM BSLAM [15] and a traditional
PF BSLAM (denoted as BPSLAM) were used for com-
parisons. For BPSLAM, each particle stores its own
trajectory, and the particles are weighted by submap
matching. The simulation framework was implemented
in MathWorks MATLAB, and the simulations were exe-
cuted on a computer with Intel Core i7-8750H CPU and
16 GB RAM.

A. EXPERIMENTS ON SIMULATED DATA
The original bathymetric data were collected from a Kongs-
berg GeoSwath Plus multibeam bathymetry system installed
in a vessel at a sampling frequency of 1Hz, as shown in Fig. 9.
The actual horizontal position of the vehicle was provided by
a differential GPS with 20 cm accuracy. The heading, pitch,
and roll observations were yielded by a Fiber-optic gyroscope
with an accuracy of 0.1◦. The length of the vessel’s trajectory
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FIGURE 14. Experimental equipment to collect field data.

was around 8 km in 3613 s. Each simulated swath contained
141 bathymetric measurement points.

As the navigation results provided by DR were not
collected in experiments, they were simulated by adding
Gaussian noise to the GPS data as follows:

x tDR = x t−1DR + x
t
GPS − x

t−1
GPS +N (me, σ 2

e ), (28)

where x tGPS is the vehicle position provided by GPS at time t ,
me and σe are the mean, and the standard deviation of the
Gaussian noise, respectively. We set me = 0.012m and
σe = 0.01m.

1) NAVIGATION AND MAPPING COMPARISON
The parameters of the proposed method were set as:N = 400,
R= 10m, σ 2

C = 1 m2,A = 1 m2, MSE threshold was 0.5m2,
Tp = 20, Tm = 20. The parameters of BPSLAM were set as:
N = 400, R = 10 m, σ 2

C = 1 m2, Tp = 20, and Tm = 20.
As shown in Fig. 10, the errors of the proposed method,

BPSLAM, and MCM BSLAM being 3.63, 8.55, and 3.80 m
at the end of the mission, and computation times being 300,
600, and 700 s, respectively. The main reason for the different
accuracy of the two PF BSLAM methods is that σ 2

C is set as
a large value to ensure the particles are widely distributed in

the state space. However, in BPSLAM, the larger the value
of σ 2

C , the higher the inter-frame uncertainty given in the
propagation of particles’ states. Thus, the particles cannot be
accurately weighted using unreliable trajectories.

As shown in Fig. 11, the standard deviation of the particles
in the proposed method increased fast after each resampling
to recover the particle diversity in the state space. In contrast,
the standard deviation of the particles in BPSLAM decreased
slowly after each resampling, the mean of the trajectories
stored in particles could not effectively represent the esti-
mated trajectory of the vehicle.

The main reason that the computation time of the
BPSLAM is longer than that of the proposed BSLAM is the
particles of BPSLAM do not converge during the mission,
hence the particles are widely distributed in the state space.
When the estimated state of the vehicle is away from the
mean trajectory, BPSLAM needs extra computing resources
to weigh the particles that close to the mean trajectory.
In contrast, as the particles in the proposed method converge
during the mission, most particles are out of the loop closure
detection range when the estimated state of the vehicle is
away from the mean trajectory, hence the time to weigh the
particles that close to the mean trajectory is reduced.
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FIGURE 15. SLAM results for 400 particles. The map in (a) was generated using the proposed BSLAM. The average error in (c) was calculated with
respect to GPS data. The error distribution of the trajectory points shown in (c)–(e) have the mean values indicated by the red dashed lines.

FIGURE 16. Mapping results without LCCD.

2) EFFECT OF NUMBER OF PARTICLES ON SLAM
We considered the number of particles N = 50, 100, 200,
300, 400, 500, and 600 and executed 20 Monte Carlo tests for
every case. As shown in Fig. 12, as the number of particles
increased, the probability of particles covering the correct
state increased, and the accuracy of the proposed method was
improved. When N = 400, the corresponding values were
5.97 m and 3.10 m. When the number of particles was larger
than 400, since the number of particles was sufficient to cover
the state space, the accuracy of the results was not increased
by increasing the number of particles. In contrast, BPSLAM

failed to provide stable and accurate results when σ 2
C was a

large value, which supports the analysis in Section V.
As shown in Fig. 13, when N = 400, the proposed method

had a computation time of 300 s, being 50% faster than
BPSLAM (600 s) and 57% faster thanMCMBSLAM (700 s).
The proposed BSLAM is more efficient than BPSLAM.

B. EXPERIMENTS ON FIELD DATA
We conducted experiments with field data to verify that the
proposed BSLAM with LCCD can provide accurate naviga-
tional results for vehicles operating at sea.
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FIGURE 17. Effect of LCCD on proposed BSLAM. Each black point represents the result of one test, and the red triangles indicate the mean
of each group.

The test vessel was a 16 m-long and 4 m-wide boat
traveling at a speed of 4 kn. As shown in Fig. 14, the
T-SEACMBS200 200 kHzmultibeam sonar emits 173 beams
with a frequency of 4 Hz. The StarNeto XW-GI5651 inertial
navigation system provides data with an angular accuracy
of 0.1◦. The NovAtel ProPak-LB differential GPS provides
the position information with 20 cm accuracy.

As the accuracy of the BPSLAM degrades seriously under
a large accumulated error, only the MCM BSLAM was used
for comparisons. The DR trajectory was simulated by setting
me = 0.012m and σe = 0.01m in (28). The parameters of
the proposed method were set as: N = 400, R = 10 m, σ 2

C =

1.25 m2, A = 3.12 m2, MSE threshold was 0.4 m2, Tp = 50,
and Tm = 100. As shown in Fig. 15, the mean registration
error of the bathymetric map constructed by the proposed
method was 0.59 m, with 98.46% of the measurement errors
remaining below 2 m. The average error of the proposed
BSLAM and MCM BSLAM at the end of the mission were
6.81 and 11.58 m, and their run times were 2610 and 3760 s,
respectively. All the trajectory errors in the proposed BSLAM
remained below 25 m.

We conducted 20 Monte Carlo tests on the proposed
BSLAM, obtaining an average error of 9.59 m and a com-
putation time of 2630 s. As MCM BSLAM took plenty of
computational resources to identify invalid loop closures,
the proposed BSLAM was 30% faster than MCM BSLAM.
We also conducted 20 tests to demonstrate the performance
of LCCD. As shown in Fig. 16 and Fig. 17, without LCCD,
part of the trajectory was split due to the influence of invalid
loop closures, and the errors of 1838 trajectory points were
above 50m.With LCCD, invalid loop closures were removed,
the average error decreased from 22.84 to 9.59m, and the
average standard deviation of the trajectory points decreased
from 24.56 to 4.22 m.

The precision, recall, and F1 measure were used to eval-
uate the LCCD performance, detailed explanations of these
measures can be found in [28]. The Single-Cluster Spectral
Graph Partitioning (SCGP) proposed by [29] is a spectral

TABLE 2. Average performance measures.

clustering-based algorithm that can remove invalid loop
closures and it was used for comparisons. As presented
in Table 2, hierarchical clustering had a better performance
compared with spectral clustering when the number of input
loop closures is small.

VI. CONCLUSION
We proposed a bathymetric PF SLAM method to reduce the
computational consumption and identify invalid loop clo-
sures. The following conclusions can be drawn:

1) The mean trajectory map reduces the algorithm com-
plexity and computational consumption.

2) LCCD which is based on hierarchical clustering can
remove the invalid loop closures and improve the global
map consistency.

3) The playback experiments demonstrate that accurate
mapping and navigation results can be obtained in
different environments using the proposed BSLAM
method.

The proposed method will fail if all the distances between
each actual vehicle position above the radius R. The amount
of the loop closures detected by the proposed method can be
increased by increase the value of R, and a suitable trajectory
may need predefined before the mission. The implementation
of the proposed method on an AUV by using the DR data
collected from experiments will also be our future works.
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