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ABSTRACT This paper presents a quad-channel 1.25-10.3125 Gbps wireline transceiver implemented
in 40 nm CMOS technology. The transmitter consists of a bit width adjustment, a 40:2 multiplexer,
a 2:1multiplexer, and a current-mode logic driver with a 3-tap feedforward equalizer. The receiver has
a two-stage continuous-time linear equalizer, a 2-tap half-rate fully adaptive decision-feedback equalizer,
a phase interpolation-based digital clock and data recovery (CDR) followed by a 2:40 demultiplexer,
a bit width adaption. The transceiver also supports AC/DC coupling, CDR locking detection, PLL locking
detection, loss of signal detection, automatic termination impedance calibration. A ring VCO-based PLL is
designed in each lane to save power consumption, and a dual-core LC VCO-based PLL is implemented in
each bank to generate a low jitter clock signal. At 10.3125 Gbps, the transceiver can equalize 28 dB Nyquist
loss at a bit error rate of 10−12, and it consumes 114 mW with a 1.1 V supply. This work presents a high
power efficiency of 11.05 mW/Gbps, and the transceiver is suitable for multi-standard applications due to
its flexibility and power efficiency.

INDEX TERMS Transceiver, feedforward equalizer, continuous-time linear equalizer (CTLE), adaptive
decision-feedback equalizer (DFE), clock and data recovery (CDR).

I. INTRODUCTION
With the development of interconnect technology, high-speed
serial transceivers are widely used in computers, embedded
systems, communication networks, and consumer electronic
products. And different applications often use various pro-
tocols. Therefore, it is of great significance to develop a
multiple standards wireline transceiver to meet the urgent
needs of real-time, flexible interconnection, and high-speed
data exchange among devices with different protocols. Most
of the research on multiple standards has been reported
in which these designs targeted at field-programmable
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gate arrays (FPGAs) application [1]–[6]. And an FPGA
transceiver support many protocols and must have fine-grain
programmability. Therefore, the transceiver structure is rel-
atively complex, and its power consumption is high. Ether-
net [7], RapidIO [8], and Fibre Channel (FC) [9] protocols
are three widely used interconnect technology with high per-
formance, high bandwidth, and low latency. It is desirable
to have a customized transceiver that can support these stan-
dards with high power efficiency.

Such transceivers must contend with significant chal-
lenges from aggressive equalization, power efficiency, wide
frequency range, and different electrical requirements of
multi-standards. The transceiver must support a variety of
channels with different channel losses at the maximum data
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FIGURE 1. Quad transceiver architecture.

rate, which requires a flexible equalization scheme of the
transceiver. On the other hand, the tradeoff between equaliza-
tion capability and power efficiency makes the design of the
transceiver more difficult. Moreover, the transceiver should
work normally at nine data rates of 1.25 Gbps, 2.5 Gbps,
5 Gbps, 2.125 Gbps, 4.25 Gbps, 8.5 Gbps, 3.125 Gbps,
6.25 Gbps, and 10.3125 Gbps. The transceiver may support
channel-binding mode (different protocols with various lanes
at the same time, and different data rates in various lanes).
Also, the transceiver needs to support 10-bit, 20-bit, and
40-bit parallel data width. All requirements make the clock
distribution network more complex and increase the design
difficulty of the transceiver.

In order to cope with these challenges, a 1.25-
10.3125 Gbps transceiver with a 3-tap transmitter (TX)
feed-forward equalizer (FFE), a 2-tap adaptive decision feed-
back equalizer (DFE), and 2-stage continuous-time-linear-
equalizer (CTLE) is presented in this paper. Fig. 1 shows the
overall architecture of the quad transceiver, which employs
a flexible clock structure of one Ring-PLL (RPLL) per lane
and one dual-core LC PLL (CPLL) per quad to guarantee
the wide working data rate and allow independent or shared
clock source for each lane for supporting the channel-binding
mode. Moreover, CMOS logic is suitable for low power
design, and the power can scale with the data rate. In our
work, we adopt CMOS logic operation as much as possible.

The paper is organized as follows: Section II describes
the architecture of the TX, section III details the receiver
(RX), section IV introduces wideband clocking techniques,
section V presents the measurement results, and this paper is
concluded in Section VI.

II. TRANSMITTER
Fig. 2 shows the proposed TX architecture. The pro-
grammable serializer first converts 10-bit, 20-bit, or 40-bit
parallel data into 40-bit, and a 40:2 multiplexer (MUX) using
the C2MOS technique converts 40 bit into 2-bit data at half
rate. A 2:1 MUX (to convert half-rate data stream to full-rate
data stream) based on the dynamic transmission-gate [10] is
employed to trade off the power and speed. The TX includes a
current-mode logic (CML) driver with a 3-tap FFE to realize
the TX de-emphasis for pre-distorting the signal before trans-

mission. In addition, a separate CML pre-driver is designed
as the source for the TX-RX loopback path for full-speed
production testing.

The CML driver with adjustable tail currents controlled by
digital to analog converters (DACs) is designed to achieve
the flexibility of output swing, equalization, as well as high-
energy efficiency. As shown in Fig. 3, the driver taps (PRE,
MAIN, and POST) are implemented as open-drain CML dif-
ferent pairs. The outputs of driver taps are shorted together
and connected to a calibrated resistor. The adjustable output
swing and optimal equalization can be achieved by adjusting
the DAC at the tail current of each driver tap. Take the DAC
with the MAIN tap as an example, it has an 8-bit DAC,
where eq<0:3> is used to adjust the equalization coefficient
(also can be used for swing), sw <0:3> is used to adjust
the output swing (also can be used for equalization), and
vref (adjustable) is used to ensure the basic current of the
output driver. Similarly, PRE and POST tap are regulated
by a 4-bit DAC (1-bit for redundancy) and a 6-bit DAC (2-
bit for redundancy). Using C−1, C0, and C1 to represent
the tap coefficients of PRE, MAIN, and POST, respectively,
the equalization capability of this FFE can be given by (1).
When PRE and POST taps are turned to the maximum,
the FFE equalization ability is the largest as described in (2),
in which when C0 is 0, the equalization capability reaches
12.3 dB.

EQFFE = −20 log
(
36+ C0 − C−1 − C1

36+ C0 + C−1 + C1

)
(1)

EQFFEMAX = −20 log
(
14+ C0

58+ C0

)
(2)

The poly-resistance, which dominates the output
impedance in CML drivers used in the transceiver, has a
20% absolute variation over process, voltage, and temper-
ature (PVT) leading to an over 20% variation in output
impedance. However, only a ±10% variation of termination
resistance is allowed in standards. To track this wide vari-
ation, a termination resistor calibration circuit is designed.
The principle is that a same current flow through the on-
chip resistor array (a replica of termination) and the off-chip
precision resistor respectively, and then the control code is
adjusted by successive-approximation register (SAR) logic
according to the voltage comparison result of the on-chip and
off-chip resistor. When the two voltages are equal, the cali-
bration is complete. Details on the transistor-level design of
the calibration circuit are provided in our previous work [11].
Fig. 4 demonstrates the calibration process. C<5:0> are
the control word of the on-chip replica resistor array of the
termination, the red line VRE in Fig. 4 is the voltage on the
off-chip precision resistor, and the blue line VR is the voltage
on the replica resistor array. The VR approaches VRE accord-
ing to SAR logic, and finally, the termination resistance is
calibrated to 50 Ohm. Moreover, the simulation results show
that the calibration circuit achieves 4% resistance variation
accuracy over PVT and allows high power efficiency without
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FIGURE 2. Transmitter block diagram.

FIGURE 3. Schematic of driver.

FIGURE 4. Termination calibration process.

any significant impact on inter-symbol interference (ISI), and
the rise/fall time of output driver.

III. RECEIVER
Fig. 5 shows the block diagram of the receiver, which sup-
ports AC/DC coupling. And the termination resistor is the
same as the TX. The RX inputs first go through two stages
of CTLE and GAIN to cancel long-tail ISI. Then, the signal
is buffered into the DFE sampler to generate data, edge error,

and DFE error. The data and DFE error are sampled at the
center of the data eye. The edge is sampled at the edge of the
data eye. After de-multiplexing, data and edge are used for
clock and data recovery (CDR) to recover the sampling clock,
and DFE error is used for DFE adaption. Finally, the data
is deserialized to 40-bit and then converted to 10/20/40-bit
output according to the demand of the standard. Additionally,
the RX also has some function blocks to meet the require-
ments of standards (e.g. an on-chip eye monitor, a signal loss
detector, a CDR locking detection).

A. LINEAR EQUALIZER
The CTLE circuit removes the long-tail post-cursor ISI by
boosting the high-frequency content of the received signal. A
traditional CTLE with capacitive and resistor source degen-
eration [6], [12], [2] is popular for its low power and area
overhead, but there is a tradeoff between the low-frequency
gain and the boost factor. To solve this, the passive induc-
tors [13], [14] are always adopted to broaden the bandwidth
and enlarge the boost. However, the inductor brings a large
area. The active inductor [15] and negative capacitor [16]
solutions are proposed to replace the inductor, which has
advantages of area and flexibility at the cost of high supply
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FIGURE 5. Receiver block diagram.

voltage or power. And in the quad-line transceiver design,
we give priority to the area-power efficiency. Therefore,
the traditional CTLE structure with capacitive and resistor
source degeneration is chosen. As presented in Fig. 6(a), the
degeneration resistor is composed of an NMOS transistorM5
and a poly resistor R1, the degeneration capacitor consists of
two MOS varactors (C1, C2). The gate of M5 is connected
to the positive of C1 and C2. RS and CS are controlled by
the voltage of VCTLE , which affects the zero frequency (ωZ1),
the amount of peaking, and DC gain. As mentioned before,
to avoid the large loss of low-frequency and realize a 16db
boost target, a two stages CTLE and GAIN is designed. The
GAIN stage is a differential amplifier to provide a low DC
gain for making up the DC loss of CTLE. As the number of
stages in the cascade such as the CTLE and GAIN increases
to achieve a higher boost factor, the overall bandwidth tends
to drop unless a greater low-frequency loss is allowed in each
stage. Therefore, we put the peaking point frequency at 1.2-
1.4 times of Nyquist frequency in this design to ensure the
overall bandwidth. The simulation results of cascaded CTLE
and GAIN are given in Fig. 7. When VCTLE changes from
100mV to 0.9V, the single CTLE and GAIN’s boost gain at
5GHz varies from 8.9 dB to 0.3 dB with a max DC loss of
−115mdB, two stages can provide a maximum equalization
gain of 17.8 dB.

B. DFE
Compared with full-rate DFEs [17]–[19], the half-rate
DFEs [20]–[22] are more favored for their simpler design of
the CDR circuit and the clock path. Given that this paper is
targeted for a quad-channel, a 2-tap half-rate direct feedback
DFE is designed. As presented in Fig. 7, the DFE has two
DFE slicers: even and odd slicer. Each slicer consists of DFE
summer, edge sampling, data sampling, and error sampling.
The data and edge sampling include two D flip-flops (DFF)
and a CML signal to CMOS signal converter; the error sam-
pling has two summers, four DFFs, and two CML to CMOS
signal converter. An extra latch is added in the even slicer for
data synchronizing.

FIGURE 6. (a) Schematic of CTLE and (b) Transfer function and simulation
results of CTLE.

The DFE summer depicted in Fig. 8 is a CML summer,
which completes the summation of the weighted feedback
signal from previous data decisions and the signal from
CTLE. VIP and VIN are the output of CTLE, D1P and D1N
are the first feedback tap data, and D2P and D2N are the sec-
ond. Tap coefficients are adjusted by gate voltages TAP1
and TAP2 of M11 and M12 generated by a 6-bit DAC. The
signal DFE_MODE can be configured to disable the DFE
function when the insertion loss is low. M7 in the MAIN tap
is for matching the tap branch. And the summer designed
in error sampling is similar to the DFE summer and used as
a comparator. The signal from DFE summer (VIP, VIN ) and
eye height (VH -VL or VL-VH ) are compared by tail current.
The DFF composed of two traditional CML latch is designed
to convert an analog signal to a ‘‘digital’’ signal, which is
then feedback to cancel the corresponding post-cursor ISI.
Moreover, an amplifier-based CML to CMOS converter is
designed to convert CML level to CMOS level for saving
power.

According to the feedback nature of DFE, the key to DFE
design is to meet the timing constraints set by the critical path
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FIGURE 7. The structure of half-rate DFE.

FIGURE 8. Schematic of DFE summer.

of the feedback loop. Especially for the first tap, which timing
constraint is one unite interval (UI). As shown by the red line
in Fig. 7, the first tap critical path of the DFE includes two
DFFs and a DFE summer. The total delay includes the delay
from CIP sampling to the output data of the first DFF in the
even slicer, the delay of DFE summer, and the setup time of
the first DFF in the odd slicer (sampled byCIN), which should
be less than 1UI. That is

Tckq + Tsetup + Tsettle< 1UI , (3)

Tckq is the delay between clock and data of DFF, Tsetup is
the setup time of DFF, Tsettleis the delay of DFE summer.
Fig. 9 shows the closed-loop first tap with CML DFF. As the
output of DFF is directly connected to the feedback stage (M3
andM4 in Fig. 9), a few conclusions can be drawn. First, The

FIGURE 9. Closed-loop first tap with CML DFF.

FIGURE 10. Effective tap current vs. single-ended TAP data swing.

FIGURE 11. Tckq vs. single-ended output swing of DFF.

Tckq of CML DFF is directly related to the Q point definition,
which can be defined as the voltage that the input devices
of the feed-back stage have to interpret the signal produced
by the CML DFF as a digital level. Second, the larger the
feedback stage is, the smaller clipping voltage (digital level)
is, but it will produce a larger capacitive loading on the
summation node. Considering that it is not difficult to achieve
5GHz bandwidth at 45nm CMOS, a larger feedback stage
(2.5u/0.04u) is designed to reduce the requirement of CML
DFF output swing and shorten the DFF delay. Fig. 10 shows
the simulation result of effective feedback current of the first
tap under the various single-ended swing of tap data (D1P,
D1N ) in the DFE summer.
We can conclude that when tap data swing is above 400mV,

the current utilization rate is more than 90%. Meanwhile,
as reported in Fig. 11, the relationship between Tckq and
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FIGURE 12. a) The input eye of DFE (b) the output eye of even DFE
summer (c) the output eye of odd DFE summer.

FIGURE 13. Block diagram of CDR.

single-ended output swing of DFF is simulated under the
condition of 300mv single-ended input swing of DFF. With
Q point defined as 400 mV, the worst Tckq is 47.97ps over
PVT. Besides, the simulation results confirm that the summer
of Tsettle and Tsetup is less than 30ps over PVT. That is,
the total time of the critical path does not exceed 77.97ps (at
10.3125 Gbps 1UI is 96ps), which meets the time constraints
over 1.25-10.3125 Gbps.

Fig. 12 shows the simulated eye diagram in the TT corner
at the node of each DFE summer when the DFE is fed by
a 400mV single-ended swing differential input data that has
been filtered by a (0.7+0.2Z−1+0.1Z−2) channel. Both good
time and voltage margin are realized, verifying the function
of DFE.

C. CDR AND DFE ADAPTION
A phase interpolation (PI)-based digital CDR is designed to
meet such a wide working data rate of 1.25-10.3125 Gbps.

Fig. 13 depicts the block diagram of CDR, which includes a
2 to 4 de-multiplexer, a bang-bang phase detector (BBPD), a
majority voter, a digital filter, a PI decoder, and PI. The data
and edge data from the DFE sampler are first deserialized to
4-bit, which reduces the working frequency of the subsequent
digital module to a maximum of 2.5GHz. As a result, these
modules can be designed with standard cells, which not only
reduces the overall power dissipation but also shortens the
design cycle. BBPD is adopted to generate phase error infor-
mation (early/late), and the voter is for reducing the baud rate
of phase error samples to a rate compatible with filter digital
signal processing.

The digital filter is based on a state machine [23], which
can be described as: an early signal is generated when the
accumulated number of early is more than that of late by N ;
a late is output when the accumulated number of late is N
more than early. The accumulated number of late is N more
than early. The bandwidth of the loop filter can be adjusted by
changing the value ofN . The filter is implemented with a ring
shift register, which has the advantages of a simple structure
and low loop delay.

A conventional PI depicted in Fig.14 is designed in this
work. The output clock is the weighted summation of the
input quadrature clock CI, CQ. The principle of PI can be
explained by (4), (5), and (6).

CKPI = A1 sin (ωt)+ A2 cos (ωt) (4)

CKPI =
√
A12 + A22 sin (ωt + ϕ) (5)

tan (ϕ) =
A2
A1

(6)

The A2 and A1 are determined by the tail currents, which
are controlled by C0<0:15>, C90<0:15>, C180<0:15>,
and C270<0:15>. A fixed resistor is connected to the output
terminal of the I/Q path, so the total current of the I andQ path
must be kept constant to guarantee a fixed common-mode of
the output clock against all PI codes. That is, the result of A1
+ A2 is a constant. In the theoretical analysis (4), the input
quadrature clock is a sine wave. However, when the input
clock has a sharp edge, the PI linearitywill deteriorate rapidly,
and even it will make the interpolation fail. For example,
when the data rate is 10 Gbps, the input clock is a sine wave,
while when 1 Gbps, the input clock becomes a square wave,
resulting in PI failure and the unlock of CDR. To address
this problem, we design a variable bandwidth buffer (called
clock preprocessing) before PI, as shown in Fig. 15. The clock
preprocessing circuit consists of a CML buffer, resistors,
capacitors, and switches. When the receiver is working under
a high speed (8.5- 10.3125 Gbps), the S1, S2, and S3 are
closed, the resistors R, 2R, and 4R are shorted, and only the
capacitor C with a smaller value is connected to the CML
buffer, whichmakes the input clocksCKIP,CKIN,CKQP and
CKQN of PI closer to the sine wave. When the receiver works
at a lower speed (6.25-8.5 Gbps), its rising and falling edges
are steeper than those at high speed are. S1 is open, the R and
C are connected to the CML buffer simultaneously, and the
RC filter smooths the edges of the clock to ensure the correct
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FIGURE 14. Schematic of PI.

FIGURE 15. Variable bandwidth clock buffer.

FIGURE 16. Block diagram of DFE adaption loop.

function of PI. Similarly, at lower data rate range (4.25-6.25
Gbps, 1.25-4.25 Gbps), S2 and S3 are open correspondingly
to make the input clocks CKIP, CKIN, CKQP, and CKQN
of PI closer to a triangular wave. With the data rate from
1.25 Gbps to 10.3125 Gbps, the single-end output swing of
the clock buffer varies from 500mV to 260mV. And the input
referred 1dB compression of the PI circuit is about 600 mV,
which guarantees the PI linearity over all data rates. The resis-
tors and switches can save more area than adopting capacitors
alone, and the passive components will not introduce extra
power consumption.

The DFE adaption logic [10] based on the sign-sign least-
mean-square (SS-LMS) algorithm is designed in this work.
As presented in Fig.16, the DFE adaptation loop is similar to

FIGURE 17. (a) Definition of DFE error and (b) unite pulse response.

the CDR, and the input data of SS-LMS logic is 8-bit data
de-multiplexed from the DFE sampler. The DFE error data
X in Fig. 17 (a) is generated by the DFE sampler. VH -VL
in Fig. 17 (a) is the expected eye height, when the data is
higher than the expected eye height, the error data X is 1,
otherwise is 0. The SS-LMS logic in [10] converts the DFE
error (X ) signal to the ISI error signal (S). The relationship
between X and S is

SN = −XN ∗ DN ∗ DN−K . (7)

Take the first post-tap as an example, and ignore the ISI
from other taps. If the DN and XN are both 1, the tsamp1
sampling point on the red line in Fig. 17 (a), if DN−1 (1UI
preceding theDN ) is 1, from the unite-pulse response (Fig.17
(b)), we observed that the ISI from DN−1 (h1) is positive.
And the current data is higher than the ideal eye height, that
is, the ISI has not been eliminated, so it is under equalizing.
If DN−1 is 0, which’s ISI on the current sampling point is
negative, and the current data point should be lower than the
expected eye height, but the data higher than it indicates over
equalizing.

IV. CLOCKING
The overall clock structure of one RPLL per lane and one
CPLL per quad demonstrated in Fig. 1 is designed to achieve
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high clock flexibility across multiple TX and RX. The clock
source for each lane can be independently selected from three
clock sources: RPLL, CPLL, and an external clock source.
Besides, separate frequency dividers are instantiated in each
lane to support lower data rates.

The Ring VCO proposed in previous work [24] covers a
frequency range of 8-11 GHz. It uses two differential delay
cells with cross-coupled MOSFET pair in the VCO. The tail
current NMOSworks in the linear region to expand the output
swing and acquire better phase noise. And a single PMOS
is used in cross-coupled pairs to reduce power consumption.
The Ring VCO adopts a 16 bands design and VCO gain
(KVCO) compensation technology to avoid high output spur
caused by too large KVCO. The RPLL output frequency using
the above VCO includes 8.5GHz, 10GHz, and 10.3125GHz.
2.125GHz, 4.25GHz generated from 8.5GHz are for FC
protocol. 1.25GHz produced by an eight-frequency division
of 10GHz is for 1000Base-X. 10.3125GHz is for 1000Base-
KR.

The CPLL with dual VCO cores in [25] is designed to
generate 10GHz, 10.3125GHz, and 12.5GHz clocks. 5GHz,
2.5GHz, and 1.25GHz clocks could be generated by dividing
the 10GHz clock. 6.25GHz and 3.125GHz could be produced
by frequency splitting of 12.5GHz. The dual VCO cores
are adopted to provide the required frequency range and
ensure high clock quality. VCO1 is enabled for 10GHz and
10.3125GHz, and VCO2 is selected for 12.5GHz. In order to
avoid the interaction between dual VCO cores, only one VCO
is working at any given time (the other is power down), and
they have been placed 260um away from each other on the
layout for isolation. The dual VCO cores with a 4-bit capac-
itor array enlarge the frequency tuning range a lot without
degrading the LC tank’s Q factor too much. The 4-bit capac-
itor array also reduces KVCO by a large scale, contributing to
decrease the loop filter’s area and lower the spur. The CPLL
is a fully differential system that can effectively suppress
common mode noise and the noise of substrate and ground.
The clock generated by CPLL is low jitter and suitable for
providing a clock for multiple lanes. And it provides full-
rate, differential clocks for all the lanes through a symmetrical
clock routing channel. TX and RX are neighbored in layout
to minimize the clock routing distance.

In practical application, the oscillation frequency of either
LC-VCO or Ring-VCO would vary over PVT. An adaptive
frequency calibration (AFC) circuit is essential for correct
locking of PLL. It can automatically select an appropriate
frequency band when the environment change. The AFC in
RPLL and CPLL are designed using open-loop AFC tech-
nology [26]. AFC algorithm is given in Fig. 18, which adopts
binary search to go through the control code and store the
optimal code simultaneously, and the AFC counts VCO’s 8-
frequency clock instead of the input clock of phase- frequency
detector. Therefore, the proposed AFC has advantages over
speed and accuracy.

Fig. 19 summarizes the clock distribution of a lane. The
circuits in the dotted line are designed to realize flexible data

FIGURE 18. The AFC algorithm.

rate configuration. As shown in Fig. 19, differential full-rate
clocks, which can be at the same frequency or different, are
fed to TX and RX. After dividing by 2, the clocks enter two
separate divider links, one is for providing clocks to TXMUX
and the other is for providing clocks for bit width adaption
and digital circuits. A low-power duty cycle corrector [27] is
designed to ensure the duty cycle of the clock to the physical
coding sub-layer (PCS) is 50%. The RX clock network is
similar to TX.

V. MEASUREMENT RESULTS
The multi-standard serial transceiver chip is fabricated in a
40nm CMOS process. Fig. 20 shows the test board, chip
package, and chip micrograph. The chip measures 4 mm ×
6 mm (including 401 pads, ESD protection, and a large area
of decoupling capacitance), the core area of a quad is only
1.7 mm2. In addition to TX, RX, and RPLL, each lane also
includes a PCS (in digital part) performing protocol level
function, for instance, scrambling and descrambling decod-
ing, encoding, etc. The chip is packaged in FC-BGA based on
organic substrate and connected to the test PCB board through
a customized socket.

The transceiver chip works well at the data rates from
1.25 Gbps to 10.3125 Gbps. Fig. 21 shows the eye diagrams
of TX at the different data rates, and the total jitter (TJ)
is also given in the corresponding figure. It can be seen
that the signal quality deteriorates seriously at 8.5 Gbps and
10.3125 Gbps. The TX provides a 280mV swing and exhibits
a TJ of 35.93 ps (0.31UI) at 8.5 Gbps operations. Under
10.3125 Gbps, the TX can provide a 100 mV swing and
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FIGURE 19. Clock distribution of a lane.

FIGURE 20. The PCB board, chip package, and die photo.

exhibits a TJ of 63.37 ps (0.65UI). The signal path from TX
chip pin to testing point includes chip package, socket, PCB
trace, SMA connector, and cable. The total insertion loss is
about 14dB at 5.15625GHz, which is estimated by sending
the fixed pattern of length ‘‘0’’ length ‘‘1’’ at 1.25 Gbps and
the clock pattern of‘‘0101’’ at 10.3125 Gbps.

A BERT is used for testing the bit error rate (BER) and
jitter tolerance of RX. In the test loop, the BERT first sends
out the high-speed PRBS data. After receiving the data,
the RX outputs the 1:8 demuxed data from the chip. Finally,
the low- speed data is returned to the BERT to detect the bit
error. The jitter tolerance of CDR in RX is tested under nine
data rates by using BERT. Fig. 22(a) shows the results from
1.25 Gbps to 8.5 Gbps, and the jitter tolerance complies with
the 8GFC specification at 8.5 Gbps. It should be noted that
the threshold of BER is set to 10−9 in the jitter tolerance test
because of test time limitations. Fig. 22(b) shows the BER test
result at 10.3125 Gbps. The measurement results show that
the transceiver designed in this paper works normally under
the required data rates.

The TRX power consumption is 96 mW with a 1.1V
supply, at 10.3125 Gbps. The RPLL and CPLL consume
18 mW and 28.6 mW respectively, the power of CPLL can be
calculated as 7.15mW per lane. Therefore, the average power
consumption of a single lane of the multi-protocol transceiver

TABLE 1. Performance summary.

chip will not exceed 114mW. Fig. 24(c) details the power
consumption of a lane with RPLL.

The performance of this work and a comparison with prior
work are provided in Table 1. Note that our work realizes a
better power efficiency of 11.05mW/Gbps, and the ability of
equalization is also comparable to the others.
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FIGURE 21. Measured TX output eye diagram with PRBS7 at
(a) 1.25 Gbps, (b) 2.5 Gbps, (c) 3.125 Gbps, (d) 4.25 Gbps, (e) 5 Gbps,
(f) 6.25 Gbps, (g) 8.5 Gbps, and (h) 10.3125 Gbps.

VI. CONCLUSION
A 1.25-10.3125 Gbps multi-standard serial transceiver chip,
supporting 1000 BASE-X, 10 GBASE-KR, FC-AE-ASM,
and RapidIO 3.0 protocols, fabricated in 40nm CMOS pro-
cess is presented in this paper. The core area of a quad is
only 1.7 mm2. The TX adopts a flexible CML driver with
3-tap FFE, and a replica termination circuit for calibrating
the poly-resistor to 50 Ohm. The RX contains a two-stage of
CTLE and gain, a 2-tap half-rate direct feedback DFE, and
a PI-based CDR. A dual-core CPLL per quad and an RPLL
per lane are designed to ensure a wide working range and
a good performance. With full equalization capability (3-tap
TX FFE, CTLE, 2-tap DFE), we achieved 11.05 mW/Gbps at
10.3125 Gbps over 28 dB Nyquist insertion loss with a BER
of 10−12.

FIGURE 22. (a) Measured jitter tolerance of CDR, (b) measured BER of RX
with PRBS31 at 10.3125 Gbps, and (c) power breakdown of a lane.
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