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ABSTRACT The magnetic characteristics of silicon steel sheet 30Q120 under different AC frequencies
were measured by an Epstein frame in order to analyze the effects of frequency variation on the hysteresis
loop of ferromagnetic materials and compare the differences of such materials at different frequencies.
First, the forecasting method of the magnetic properties of ferromagnetic materials under the influence
of frequency using neural network was proposed based on the measured experimental data. Hysteresis
loops at different frequencies were obtained. Then, the obtained results were compared with the measured
results. Second, the dynamic Jiles—Atherton hysteresis model was established based on the Jiles—Atherton
hysteresis theory, and hysteresis loops at different frequencies were obtained. The accuracies of the neural
network model and Jiles-Atherton hysteresis model were verified by comparing the simulation results with
the measured data. Upon comparing the dynamic Jiles—Atherton hysteresis and the neural network hysteresis
models, results show that the latter has better accuracy. Furthermore, the correctness and effectiveness of the
proposed method are verified.

INDEX TERMS Dynamic Jiles—Atherton model, frequency, ferromagnetic materials, hysteresis loop, neural

network.

I. INTRODUCTION

Transformers, reactors, and motors, among others, are impor-
tant electromagnetic equipment in a power system. Studies
on the magnetic characteristics of the core of such a system
present important content by which to analyze the opera-
tion of electromagnetic equipment. Furthermore, the accurate
establishment of a ferromagnetic core magnetization model
is critical in the analysis of electromagnetic equipment. The
saturation and hysteresis nonlinearity of core magnetization
greatly increase the difficulty of core modeling and analysis.
In order to establish such a model, the partial magnetization
model abandons the consideration of hysteresis characteris-
tics and nonlinearity and, instead, uses simple linear con-
dition. Although the modeling process is simplified, there
is a large error in the accuracy of the model, which can-
not completely simulate the magnetic characteristics of the
iron core. In addition, considering the nonlinear relationship
makes the modeling more difficult. Therefore, selecting a
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suitable magnetization model, which can not only guarantee
the modeling accuracy but also realize the modeling of the
core in a simple and efficient way, is very important.

Due to the complex and changeable working environment
of electromagnetic equipment, coupled with the influences
of frequency, temperature, DC (harmonic) magnetic bias,
core shape, core lamination stress and other factors, the core
magnetic characteristics will change, subsequently affecting
the normal operation of the electromagnetic equipment. The
need for the accurate description of dynamic magnetization
curves under arbitrary magnetization conditions resulted in
the development of various models. Conventional hysteresis
models, such as Jiles—Atherton (J-A) model [1] and Preisach
model [2], are widely used in the study of hysteresis loops
because of their relatively stable characteristics and good
computational performance. Scholars tend to compare dif-
ferent hysteresis models in the in-depth study of loss and
hysteresis. Appropriate models are selected by analyzing
the advantages and limitations of different models [3], [4],
and new forms are derived from classical models to form
class models [5], [6]. The most suitable model is found by
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comparing the results of different models. However, a model
still cannot avoid parameter identification and is constrained
by accuracy and simplicity. The model and experimental
results have a big gap when distorted and irregular hysteresis
loops are encountered [7]. In order to study the influence
of the above factors on the core, many researchers have
improved the model, establishing the hysteresis model by
considering some factors and introducing the parameters to
express the relevant factors. Hysteresis models were estab-
lished in [8], [9] wherein temperature change was repre-
sented by using the Preisach and J-A models, respectively,
after which the authors analyzed the effects of temperature
change on the hysteresis loop. A new parameter identification
method was proposed for the Preisach model in [10], which
established the dynamic hysteresis model under DC bias and
analyzed the influence of DC bias on the loss, but the process
of generating the first order reversal curve is complicated. The
magnetic characteristics of DC bias at different frequencies
of 50 and 100 Hz were simulated and analyzed in [11],
but the modeling process was complex and the workload
was too heavy. The influence of frequency on the magnetic
properties of electrical steel was studied by measuring the
magnetic properties of electrical steel at different frequen-
cies in [12], [13], but the relevant magnetization model of
ferromagnetic materials was not established. The application
of the model under the influence of many factors is limited,
because there are few factors that affect the magnetic charac-
teristics in modeling.

In recent years, researchers have paid increasing attention
to the continuous development of neural network for ferro-
magnetic materials magnetization model due to its good non-
linear processing ability [14]-[16]. First, compared with the
common J—A and Preisach models, the relationship between
magnetic field strength H and magnetic flux density B can be
directly obtained by the magnetization neural network model,
thus simplifying the modeling process. Second, the neural
network model of magnetic characteristics does not need to
introduce parameters when establishing the magnetization
model affected by some factors. This not only reduces the
complexity of the model, but also avoids the tedious calcu-
lation of model parameters. Furthermore, to take a certain
factor into account, it is only necessary to add a neuron
input representing the factor in the input layer of the neural
network. Therefore, the neural network can consider multiple
factors at the same time.

The method that by using neural network to solve the
complex modeling problem of DC magnetic bias was pro-
posed to simulate hysteresis loop under DC magnetic bias
in [17]. In the existing literature on the use of neural networks,
no neural network hysteresis model considering frequency
alone has been found.

The study of magnetic properties at different frequencies
helps in identifying the methods that can be used to reduce
the loss and those that can obtain the suitable working fre-
quency ranges of different types of silicon steel sheets, thus
providing an important basis for the reasonable selection of
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ferromagnetic materials in different frequency ranges. There-
fore, based on the measurement of the magnetic properties of
silicon steel sheet at different frequencies, a neural network
hysteresis model that considers frequency is proposed in this
paper to study the differences in the magnetic properties of
ferromagnetic materials at different frequencies. The results
of the neural network prediction, dynamic J-A model, and
experimental measurement are compared. The comparison
results prove the accuracy of the proposed neural network
model.

Il. DYNAMIC JILES-ATHERTON HYSTERESIS MIODEL
The J-A model is a typical representative of the second type
of theoretical model, which has a relatively simple expression
and clear physical meaning. This model has been widely
used in the modeling of the excitation characteristics of mag-
netic materials. J-A model is based on the energy-balance
equation. It is relatively simple and involves the computation
of only five parameters. The anhysteretic magnetization is
expressed as
H, a
Mg, = M; |:COth(_) - _i| (1)
a H,
where M, is the anhysteretic magnetization, M is the sat-
uration magnetization, and a is the loop shape parameter,
in addition, H, is the effective field, which can be written as

H,=H +aM 2)

where H is applied magnetic field, o is the interdomain
coupling parameter, and M is the total magnetization.
The dynamic loss term can be written as [18]

dB —l—k(dB
t Cldr

P() = ke |~ )2 3)

where k, and k, are the dynamic loss parameter, and
B is magnetic flux density. The differential expression of the
inverse J-A hysteresis model is expressed as

M S (M — May) — ke

B 1 [(1 =)y (Man— M) = kUi ks — Pa(0)]
“)
where )7 is used to avoid unphysical solutions, § =
0.5[1 + sign(My, — M )dd—?], Ko is the magnetic permeability
of free space, k is the pinning parameter, c is a reversibil-
ity parameter, and § is a directional parameter having the
value 41 for dB/dt > 0 and —1 for dB/dt < 0.
The detailed expression of the dynamic inverse J-A model
is described in (5) below [19].
am
dB
1
_ w1 =) (Man— M)+ kbl —(1 o)k —ka8 | 4]*)
podu (1 = )1 — &) (Man — M) + 110k8 + pokscdifen
)
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IIl. NEURAL NETWORK HYSTERESIS MOEDL

Back propagation (BP) neural network is a neural network
that utilizes error BP learning algorithm to change weights
and thresholds through feedback value [20]. In BP neural
network, variables have no fixed mathematical relationship
as determined by learning the given examples in the train-
ing process. The model can summarize the correct answers,
which are similar to the data given in the training stage.
Robert Hecht Nielsen proved in 1989 that a BP neural net-
work with hidden layers can approximate continuous func-
tions in any closed interval. In other words, any mapping
from the n-dimension to the m-dimension can be realized by a
three-layer BP neural network [21], [22]. Therefore, in order
to meet the accuracy requirement of the neural network while
avoiding network complexity due to the excessive number
of hidden layers, this paper selects a three-layer BP neural
network with one hidden layer.

The hysteresis loop aims to achieve a corresponding mag-
netic field strength value H through a neural network under a
given magnetic flux density value B [23]. Given that the mag-
netic field intensity and magnetic flux density do not have a
one-to-one correspondence, in order to better predict the hys-
teresis loop and prevent the model from being complicated
due to the overall prediction of this loop, the hysteresis loop
is divided into ascending and descending branches, which are
represented by shape coefficient s. When s = 1, it represents
the process of increasing magnetic field strength, namely, ris-
ing branch; when s = —1, it indicates the decreasing process
of magnetic field strength, that is, the descending branch.
Under a certain magnetization condition, the hysteresis loop
of ferromagnetic material is determined, and the maximum
of the magnetic flux density B, and the maximum of the
magnetic field strength H,, of such a loop are also determined.
When the B,, and different B and s of a hysteresis loop
are known, the corresponding hysteresis loop can be deter-
mined. Therefore, when the magnetic induction strength B is
changed, the corresponding magnetic field strength H will
be obtained. To study the magnetic properties at different
frequencies, frequency f is also used as input [16], [24].
Consequently, a four-input and single-output backpropaga-
tion (BP) neural network was built to simulate the hysteresis
properties of ferromagnetic materials. The input layer has
four neurons. B, B, f, and s were the inputs, and the magnetic
field strength H was the output, as shown in Fig. 1.

The hysteresis model of the BP neural network shown
in Fig. 1 can be represented by the mapping relationship
shown in (6).

H :f(Bmvaf: S) (6)

where B, is the maximum of the magnetic flux
density, B is the magnetic flux density, s is the shape coef-
ficient and a factor reflecting whether the hysteresis loop
is going through the ascending phase or descending phase,
f is the magnetization frequency, H is the magnetic field
strength.
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FIGURE 1. Hysteresis model of the BP neural network.

IV. HYSTERESIS LOOP MEASUREMENT

A MATS-3000M/K200 silicon steel material measuring
device is selected as the experimental equipment. This device
is a standard magnetic measurement equipment based on cal-
culator, software A/D data acquisition, and ARM embedded
system. The AC magnetic parameters of soft materials, such
as electrical steel sheet (strip), permalloy, amorphous, and
nanocrystalline in the frequency range of 20 Hz-2 kHz can
be accurately measured, including specific total loss, mag-
netic polarization strength, magnetic field strength, specific
apparent power, maximum permeability, AC magnetization
curve and loss curve. The system design meets the require-
ments of IEC6040-6, IEC6040-3, IEC60404-2, GB/T3655-
2008, GB/T13789-2008, GB/T3658-2008, GB/T19346.1-
2017, and other standards and specifications.

The 30q120 silicon steel sheet with the specification
of 30 mm x 3 mm x 0.3 mm and material density
of 7650 kg/m> was used in the experiment. For B, the
corresponding value of the saturation hysteresis loop (Bs-Hs)
of ferromagnetic material should be selected. However, if the
saturation magnetic flux density is too large, it will exceed the
measurement range of the experimental device at a certain
frequency. Therefore, in order to be able to approach the
saturation hysteresis loop of ferromagnetic materials as much
as possible, and on the premise that the experimental device
can complete the measurement, and within the measurable
frequency range selected in this article, the experiment in
this paper is finally determined the selected value is 1.8T by
continuously adjusting the saturation magnetic flux density
value. The magnetic properties of ferromagnetic materials at
25 Hz and 50-550 Hz (50Hz as interval) with B, of 1.8T
were measured experimentally [25], and the corresponding
hysteresis loop data were obtained. Each frequency corre-
sponds to a group of data. When measuring points, the system
determines the number of sampling points according to the
set frequency, and the data pairs in each group of data are
obtained. In order to avoid the imbalance of sample data
extraction in neural network prediction,25, 100, 200, 300,
400, and 500 Hz are selected as the training data of neural
network at a lower frequency. The corresponding numbers
of data pairs under each frequency were 781, 781, 781, 521,
781, and 625. The residual frequency values of 50, 150, 250,
350, 450, and 550 Hz were used as prediction data, and the
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numbers of their respective data were 781, 624, 890, 694, and
568 respectively.

V. DETERMINATION OF THE HYSTERESIS MODEL
PARAMETERS

A. JILES-ATHERTON MODEL

In order to obtain the parameters in the model, the magnetic
properties of silicon steel sheet were measured by using the
silicon steel measuring system, thus obtaining many parame-
ters, including the hysteresis loop.

The dynamic J-A hysteresis model has seven parameters,
which can be divided into two parts, that is, five are parame-
ters (M, «, a, k, c¢) of the static J-A hysteresis model and two
are dynamic loss parameters (k., k).

Parameter identification was realized by particle intelligent
optimization [26]. The static hysteresis loop of 30Q120 sil-
icon steel sheet under direct current was measured with a
silicon steel measuring device. Based on the J-A hystere-
sis model, the static hysteresis model with flux as input
was derived using the hysteresis loop. Five parameters were
obtained by discrete integration and incorporated into the
static J-A model to obtain the B-H curve and calculate
magnetic field strength. The root mean square error between
the measured and calculated values was obtained by (7)
as the objective function of the algorithm to continuously
adjust the five parameters of the static model. The five param-
eters identified by static hysteresis loop were obtained when
the error met the set value.

Z (Hiea(i) — 1'1cal(i))2
Fit = | =L

N

n

where H,,., is the experimental measurement of magnetic
field strength, H.,; is the calculated magnetic field strength,
n is the number of samples.

According to the theory of core loss separation, the core
loss can be divided into three parts [27]

W=W,+ W, +W, (8)

where W is the core loss, Wj, is the hysteresis loss, W, is eddy
current loss, W, is anomalous loss.

For the frequency dependent eddy current loss and anoma-
lous loss, the expression of W, per unit volume is

T aB
W, =k —)%dt 9
=k [ G ©)
the expression of W, per unit volume is
T 4B 3
Wa = ka (_)2dt (10)
o dt

Dynamic loss has a greater influence on the core loss with
the increase in frequency. Therefore, dynamic loss cannot be
ignored. In this paper, the hysteresis loops at 50 and 100 Hz
were measured, and their core losses expressed as Wi and W5,
respectively, were obtained by integrating them. Hysteresis
loss W), can be obtained by calculating the area of the static
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hysteresis loop. Dynamic loss coefficient can be obtained
based on the following equation (11).

The model parameters were as follows: ¢ = 2.032 x
1073, k = 201 A/m, a = 1.5 A/ma = 3.096 x
10’6,MS =1440450A/m. The dynamic loss coefficients:
kg = 0.337, k, = 0.0135. The hysteresis loop of 1.8T mag-
netic induction and frequency of 50 Hz is calculated by using
the dynamic J-A model, and the experimental measured value
is compared with the calculated value, as shown in Fig. 2.

-1

dB dB
T T,
—dB AM—| dB
|:kei|_ O dr Jo ‘dt [Wl—Wh]
- i Wy — W,
a T dB T dB |2 2 h
—dB AM—| dB
0 g Jo dr
(11

20 T T

o = -
O o n
T T T

Magnetic flux density B (T)
S
wn =}

-15 -

0 0 0 0 Experimental loop

Dynamic J-A loop

2.0 I I I I I
200 300

-100 | 0 100
Magnetic field strength H (A/m)

FIGURE 2. Comparison of the J-A model calculation and experimental
measurement.

where Ty, T, are the corresponding periods at 50 Hz and
100 Hz respectively, A is the sign coefficient,

A = sign(dB/dt).

We can obtain from the Fig. 2 that the measured hystere-
sis loops are in good agreement with those calculated by
dynamic J-A model. The maximum of the magnetic field
strength H,,, the maximum of the magnetic flux density B,,,
and coercivity H, of the two results are basically consistent.
When the hysteresis loop is close to B, the value of the
J-A model changes faster than that of the real side. Overall,
the results obtained by the J-A model are basically consistent
with the measured results and indicate the rationality of the
dynamic model and the accuracy of parameter identification.

B. NEURAL NETWORK MODEL

Because the fact that the measured hysteresis loop data are
numerous and the numerical range is scattered, a great dif-
ference exists between the inputs of the neural network.
The numerical problems caused by the inconsistency of the
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inputs’ orders of magnitude must be avoided, and the larger
value must be prevented from affecting the global adjustment
of weights and thresholds, thus resulting in a neural network
obtaining wrong mapping relationship. Improving the gener-
alization ability of the network and accelerating its conver-
gence speed can better realize the prediction of the neural
network. The training data and test data were normalized
respectively by using (12),
_ 2 % (X — Xmin)
(*max — Xmin)
where xmax and xpi, are the maximum and minimum val-
ues of the data respectively; x represents the data before
normalization; and y represents the data after normaliza-
tion. After the prediction is finished, the results are inverse
normalized.

The hidden layer node adopts the Sigmoid function, which
is continuous and differentiable and has the function of
nonlinear amplification coefficient; thus, it is very suitable
for nonlinear input and output processing and approxima-
tion [29]. When the neural network model in this paper is
normalized, the value is between —1 and 1, and the transfer
function of the hidden layer is a tangent transfer function. For
the output layer, the output of the neural network model is
the magnetic field strength H. Moreover, the range of the
magnetic field strength under the saturation magnetic flux
density of the hysteresis loop selected in the experiment is
relatively large. Therefore, the output value of the network
cannot be confined to a very small range. As the transfer
function of the output layer, the linear transfer function can
be used to realize the output of any value [28].

The number of neurons in each hidden layer are very
important in the application of the BP neural network model
because they have great influences on the accuracy of the
model. The number of neurons in the hidden layer usually
depends on the complexity of the problem, as well as on the
number of neurons in the input and output layers. However,
the empirical formulas for the optimization of the hidden
layer are few [30], [31]. First, a certain number of neurons is
set, and the network performance is optimized by adjusting
the number of neurons. Currently, the number of hidden
layer neurons is the final number. In other words, under
the requirement of ensuring accuracy, the minimum number
of neurons is used to simplify the network structure. The
number of nodes in the initial hidden layer is determined by
using (13) [32],

(12)

b=+vn+l+a 13)

where b is the number of neurons in the hidden layer, n
is the number of neurons in the input layer, [/ is the num-
ber of neurons in the output layer, and a is a constant
between 1 and 10. By adjusting the number of neurons in the
hidden layer, the number of neurons of the hidden layer in
this paper is finally determined to be 10.

The network parameters are set as follows: the value of the
training goal is 0.00001 and the learning rate is 0.001.
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VI. RESULTS AND DISCUSSION

The hysteresis loops at different frequencies are predicted
by the neural network based on the experimental data of
hysteresis loops, after which the experimental values, neural
network predicted values, and dynamic J-A model calculated
values are compared. The comparison of the three loops at
different frequencies of 50, 150, 250, 350, 450, and 550 Hz
is shown in Fig. 3.

We observe from Fig. 3 that, with the increase of fre-
quency, the measured hysteresis loop area of the ferromag-
netic materials gradually increases, which is the result of
the loss increasing along with the increase of frequency.
At different frequencies, the hysteresis loops predicted by
the neural network are in good agreement with the exper-
imental ones, and the prediction of special points, such as
remanence B, and coercivity H,, is ideal. With the increase
of frequency, although the shape of the curves on both sides
of the hysteresis loop obviously changes, especially from
250 Hz, both sides of the hysteresis loop remain curved.
Especially when the curves near the top and the bottom are
convex, the hysteresis loop appears as a bulge, but the neural
network can still accurately predict these special changes.

However, the hysteresis loop calculated by the dynamic
J—A model is not ideal. It can be seen that at 50, 150, and
250 Hz, the dynamic J-A model is basically consistent with
the predicted and measured values of the neural network, and
the special points on the hysteresis loop, such as remanence
B,, coercivity H., and the maximum of the magnetic field
strength H,,, are close to the measured values. However,
as the frequency continues to increase, at 350, 450, and
550 Hz, the hysteresis loops obtained by the dynamic J-A
model are obviously different from the predicted hystere-
sis loop and the experimental hysteresis loop. Furthermore,
the hysteresis loop area obtained by dynamic J-A model is
obviously smaller than that of the other two cases.

As the experimental device can measure B, and H, equiv-
alent values at one time, the values obtained by the two
methods are compared with the actual measured values, and
the errors under the corresponding values are calculated. This
is done in order to compare the difference between the results
obtained by the neural network model and the dynamic J-A
model with the experimental measurements and analyze the
accuracy of the two models. The results are shown in Table 1

We observe from the data in Table 1 that the frequency
increases, the remanence B, and coercivity H, increase,
the coercivity increment is larger, and the remanence incre-
ment is smaller. After comparing the predicted data with
the measured data, we find that the prediction results of
B, and H. of the two models are better, and the error
value is acceptable. We observe that the prediction results
of the neural network are better than those of the dynamic
J-A model in both coercivity and residual flux density.
Although the hysteresis loop obtained by the J-A model
is less consistent with the measured results than the neural
network, the error results of the coercivity and remanence are
acceptable.
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TABLE 1. Comparison of the results of the two models and the measured results.

Coercivity He (A/m)

Remanence B» (T)

Frequency
f (Hz) Measured NN Error J-A Error Measured NN Error J-A Error
value model /% model /% value model /% model /%
50 2531 25.00 1.24 26.47 -4.58 1.695 1.695 0 1.697 0.118
150 46.89 45.62 2.70 47.60 -1.51 1.728 1.726 0.116 1.727 0.058
250 64.73 65.53 -1.24 66.91 337 1.738 1.738 0 1.740 -0.115
350 83.60 83.43 0.20 85.46 -2.22 1.750 1.747 0.171 1.743 0.400
450 104.80 104.99 0.18 103.56 1.18 1.752 1.750 0.114 1.754 20.114
550 126.20 126.96 -0.06 121.37 3.83 1.754 1.752 0.114 1.758 -0.228
0 ‘ ‘ e Hence, when the neural network ‘“learns” the hysteresis
5L i i i loop, the ““information” obtained at different frequencies
is basically the same, so the error of prediction results is
e'r : 1 approximate.
Sos| : , Based on the analysis of the experimental data, we can
g 5 attribute the wide gap of the prediction results between
E or E g 1 coercivity and remanence to difference of coercivity greater
Los| g : i than difference of remanence of hysteresis loops at different
éﬂ g g; 25 Hz Hysteresis loop frequencies. Thus, the information obtained by the neural
Ao g = oo o Mo oo ] network during ““learning”” will differ greatly, and the results
sl % S e tsreis o | obtained in the prediction of coercivity will have a certain
v S0 e @8 500 Hz Hysteresis loop gap with the measured results. The top and bottom curves

-2.0

1 1
-400 -300 -200 300 400

5

-100 0 100
Magnetic field strength / (A/m)

FIGURE 4. Hysteresis loops at different frequencies.

At the same time, we observe that the prediction accuracy
of the neural network model for the remanence B, is better
than that for the coercivity H.. In predicting coercivity, with
the increase of frequency, the prediction error of the results
obtained by neural network results decreases gradually. The
higher the frequency value, the better the prediction accuracy
of neural network. This can be attributed to the fact that the
training data of the neural network have taken six frequency
values of 25, 100, 200, 300, 400, and 500 Hz, as shown
in Fig. 4. We observe from the Fig. 4 that, compared with
the curves at 25 and 100 Hz, the side of hysteresis loop has
obvious deformation since 200 Hz. Therefore, when the neu-
ral network was trained with hysteresis loop data with these
characteristics, the information obtained from the curves at
200, 300, 400, and 500 Hz is more than that at 25 and 100 Hz.
In the prediction, the prediction results are more in line with
the curves at 200, 300, 400, and 500 Hz. Therefore, with the
increase of frequency, the side deformation of the hysteresis
loop increases, and the coercivity prediction of the hysteresis
loop by the neural network becomes more accurate. However,
as for the prediction of remanence, we observed that the
prediction error of neural network is basically consistent. This
is because the magnetic induction intensity selected in the
experimental measurement is relatively large, which is 1.8T
and close to the remanence value of the silicon steel sheet
30Q120 selected in the experiment. Therefore, the numerical
difference of remanence at different frequencies are small.
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of the hysteresis loop almost coincide, and the remanence
values are basically the same. The information obtained by
the neural network from the training data are also consistent,
and the prediction results are basically the same. Therefore,
the remanence prediction error of the hysteresis loop with
different frequencies is relatively small.

VIi. CONCLUSION

The magnetization characteristics of 30q120 silicon steel
sheet at different frequencies were measured by experiment,
and the magnetic characteristic parameters of silicon steel
sheet at different frequencies were obtained. The hysteresis
model of ferromagnetic material considering the influence
of frequency was established by using BP neural network,
and the results were compared with the measured results,
thus proving the accuracy of the neural network hysteresis
model. The neural network model has different results for the
prediction accuracy of B, and H,, the prediction result of B,
is better than that of H, and for the local change of hysteresis
loops, the neural network hysteresis model can accurately
achieve the prediction.

The commonly used dynamic J-A dynamic model is estab-
lished, and the hysteresis loop at the corresponding frequency
is calculated. After comparing it to the neural network hys-
teresis model, results show that the neural network model has
higher accuracy.

According to the analysis of the prediction results, we find
that the prediction error of the neural network model for coer-
civity shows a downward trend as the frequency increases.
Thus, further expansion of the frequency range can be con-
sidered in the follow-up work. As there are many factors
affecting the magnetization characteristics, only the
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frequency factor is considered in this paper. The influence
of DC bias, temperature, and other factors can be considered
in the follow-up work.
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