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ABSTRACT The sign language signal has hierarchically related information over short and long distances.
Due to the intricate temporal correlation of input sequences, Chinese sign language recognition (SLR) has a
modeling challenge. The conventional encoders based on recurrent networks cannot discover and leverage
the hierarchical structure of sign language well. In this paper, we propose a novel encoder-decoder method
based on boundary adaptive learning for Chinese SLR. The hierarchical structure of sign language signal can
be encoded by the boundary-adaptive encoder (BAE) in the proposed method. In order to improve efficiency
in modeling long sign language sequences, the window attention model based on location is utilized in
the decoding phase, which can generate more effective weight coefficients. Besides, we use sign language
subword units to realize both isolated and continuous Chinese SLR in the same sequence learning framework
in our method. Theoretical analysis and experimental results demonstrate the effectiveness and superiority
of the proposed method.

INDEX TERMS Sign language recognition (SLR), boundary learning, attention, hierarchical structure.

I. INTRODUCTION
Sign language is the most important way to communicate
with deaf-mute people and sign language recognition (SLR)
is a task dedicated to advancing this communication process
with the help of computer technology. Generally, SLR can be
divided into isolated SLR and continuous SLR. The recogni-
tion targets of the former are isolated sign words, and of the
latter are continuous sign sentences. In recent years, many
researchers have made some achievements in SLR.

Isolated SLR, the earliest research task of SLR, draws
on many ideas in feature extraction and temporal modeling
from action recognition [4]. For example, because of the
strong ability in feature extraction, methods based on con-
volutional neural networks (CNN) or 3D-CNN are widely
used in SLR [2], [7], [9]. And a series of methods based on
recurrent neural networks (RNN) or long short-term memory
(LSTM) for sequence processing are applied in isolated SLR
[9], [11], [12], [52]. However, there are still some differences
between these two tasks. The first one is sign language has
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very subtle limb changes. Therefore, there are extensive work
on multimodal sign feature descriptors incorporated with
depth and skeleton information [14], [11]. More importantly,
sign language sequences have stricter temporal relationships
compared to action recognition. Specifically, sign language
signals have hierarchically related information over short
and long distances. Short-distance frames contain underly-
ing information such as sign language shape and trajectory
changes. And long-distance temporal relationships contain
high-level semantic information of sign language.

Continuous SLR is much more difficult due to its longer
sequences and more complex correlation compared to iso-
lated SLR. The conventional continuous SLR methods are
based on the isolated SLR methods. Relying on the partition-
ing algorithms, the continuous sequence is segmented into
several parts, which can be identified by isolated SLR meth-
ods. Finally, the above recognition results can be combined
into a complete sentence using language model. However,
these hard-segmentation methods face several enormous
challenges. First, due to the ambiguity of the boundary
between two sign language words, it is difficult to locate the
boundary accurately relying on the partitioning algorithms.
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FIGURE 1. The overall framework of the proposed model for SLR is illustrated in (a), and (b) shows the connection of BDU and bidirectional LSTM
in the blue dotted box. The red BDU represents the boundary detection signal st = 0.

In addition, the hard-segmentation approaches ignore the
semantic relationship between sign words because they con-
sider each word independently rather than the sentence
comprehensively.

In order to avoid these problems, some soft-segmentation
or no-segmentation methods have been proposed in contin-
uous SLR. Typically, the encoder-decoder framework is uti-
lized to implicitly model the word relationship in continuous
SLR. It is based on LSTMorRNN,which are very suitable for
processing sequence relationship modeling. With the help of
structural memory units, the long-term and short-term corre-
lations of input sequences are encoded to semantic vectors to
some extent. However, LSTMand other variants can only per-
form well in modeling sequences of a certain length due to its
structural limitation [15]. When the sequence length exceeds
this scale, the learning modeling ability of LSTM will be
degraded. In addition, the flat recursive networks also have
difficulty processing hierarchical sign signals. Specifically,
In the process of sign language expression, there are different
levels of meanings in the semantic structure. The high-level
semantic information of sign language is composed of the
low-level semantic information, which is concentrated in a
short time between different time periods.

To address the above problems, we design a hierarchi-
cal encoder-decoder network based on Boundary-Adaptive
Encoder (BAE), which can learn and encode the boundary
information of the sign language signal automatically. The
proposed framework is illustrated in Fig.1. Inspired by the
work of [16], we use two bidirectional LSTM layers to
build the BAE. The stacked network, which has BAE and

decoder, model the semantic information of different lev-
els of sign language signals effectively. Unlike [16], both
future and history information of signs are utilized in our
work. Besides, in the conventional encoder-decoder frame-
work [17], it is flawed to rely on only one specific vector
containing all input information for decoding. Actually, sign
language input information has different effects on decoding
at different times. And this problem is exacerbated by longer
continuous sign language sequences. Therefore, we incorpo-
rate the window attention model into the encoder-decoder.
It automatically assignsweights to the encoded vectors during
decoding, thereby achieving better performance. Each decod-
ing step corresponds to an input within a specific time posi-
tion range, whereas inputs at other positions are usually less
affected.

In this paper, we focus on both the isolated and continuous
SLR tasks. We further divide the sign language words into
more fine-grained basic subword units at a semantic level.
We use subwords as a bridge to unify the two tasks of iso-
lated and continuous SLR into one task. Then we propose a
Chinese word recognition method based on subwords, which
is more in line with real scenes. The main contributions of the
paper are summarized as follows:

1) More fine-grained basic units for Chinese sign language
are proposed. The proposed sign subword units can model
the sign language more accurately than the word units. More
importantly, isolated and continuous SLR can be unified into
the same framework by using subword units.

2) We propose a hierarchical BAE with two bidirectional
LSTM layers, which can learn the temporal boundaries
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information of sign signals from history and future and
encode the sign language signals at different levels.

3)We incorporate the window attentionmodel into the sign
language sequence learning network to effectively improve
decoding. Under the encoder-decoder framework composed
of LSTM units, the attention mechanism promotes the effi-
ciency of long sequence modeling.

II. RELATED WORK
In this section, we briefly review three related topics:
1) isolated SLR, 2) continuous SLR, and 3) sequence to
sequence learning with attention model.

A. ISOLATED SLR
Isolated SLR is the basic task of SLR. In recent years, many
models have been introduced into this filed by researchers.
The Hidden Markov Models (HMMs) and their variants are
exploited popularly in isolated SLR [18], [19]. For some
small-scale vocabulary, there are other methods, such as
dynamic time warping (DTW) [20] and conditional random
field (CRF) [21], support vector machine (SVM) [22], ran-
dom forest (RF) [23], are also applicable to isolated SLR.
With the development of deep learning technology, methods
based neural networks have been favored by SLR. In recent
years, replacing traditional manual features with CNN fea-
tures has become the mainstream in SLR. For example,
a two-stream CNN-based sign language feature extraction
method is explored, in which one CNN extracts hand features
and another one extracts upper body features [7]. In order
to effectively integrate motion information into sign lan-
guage feature, a 3D-CNN architecture has been introduced
to capture the distinguishing feature along the spatial and
temporal dimensions [7]. Similarly, a method based low-
resolution and high-resolution 3D-CNN subnets was devel-
oped for gesture recognition, which significantly improved
the classification accuracy [7]. Inspired by some temporal
tasks [24], [6], LSTM is usually used to properly model the
temporal relationship of sign language features. Different
LSTM-based network structures have been established to
identify sign language sequences after extracting sign lan-
guage features, and the methods perform well on large-scale
vocabulary [25], [26].

B. CONTINUOUS SLR
Continuous sign language sentences are longer and more
complicated than isolated sign language words. Many meth-
ods first split the sign sentences into many short parts. For
example, a DTW-HMM model using a threshold matrix for
coarse segmentation and DTW for fine segmentation has
achieved online continuous SLR [27]. At the same time,
many methods for segmenting sign language sequences using
translational motion have also been proposed [28], [29], [50].
In addition, sign action spotting [30] and alignment anal-
ysis [31], have been studied extensively for learning the
complicated temporal information from continuous sign lan-
guage. Generally, locating the temporal boundaries of sign

language requires frame-level labels. However, continuous
SLR can be considered as a weakly supervised task with
class labels. Therefore, deep CNN has been integrated into
the HMM framework to iteratively adjust the segmentation
position to obtain more accurate alignment [32], [33]. On the
other hand, inspired by the achievements of speech recog-
nition, connectionist temporal classification (CTC) has been
popularly used to learn continuous sign language sequences
[3], [31], [25]. For example, in [31], CTC is first employed
as the objective function for sign feature alignment proposal,
and then RNN or LSTM is used to tune and optimize the SLR
model.

Most of these methods require the same order of gloss
between the visual content and the sign language content,
whereas some end-to-end continuous SLR methods do not
need to meet this limitation. Similar to our earlier explo-
ration of isolated SLR [25], a hierarchical encoder-decoder
framework was constructed in [34]. It simultaneously mod-
els the visual information and the semantic information of
the sign language sequence, and avoids segmentation of the
sequence. Furthermore, the deep fusion model was proposed
to encode adaptively the RGB and the skeletal information
of the sign language synchronously or asynchronously [10].
And the result is optimized by the decoding model. In addi-
tion, in order to effectively learn multiple levels of seman-
tic information in sign language data, a structured feature
network (SF-Net) was proposed in [13] to extract features
in a structured manner. The sign information in frame level,
gloss level, and sentence level has been encoded gradually
into feature representations. The proposed SF-Net can per-
form end-to-end training without resorting to other models or
pre-training.

C. SEQUENCE TO SEQUENCE LEARNING
WITH ATTENTION
Because of the ability to remember historical information,
sequence learning methods based on RNN or LSTM have
been successfully adopted in many fields, including machine
translation [17], video description [6], and image captioning
and inpainting [35], [53]. Typically, authors of [17] proposed
an encoder-decoder neural network model consisting of two
RNNs for machine translation. This model uses an encoder
network to map the input sequence to a fixed-size represen-
tation vector, and then uses the decoder network to convert
the mapped vector to the target output sequence. However,
it would be difficult to train the standard RNNs due to the
problem of ladder dispersion of resulting long term depen-
dencies [36]. Authors of [37] proposed an encoder-decoder
neural network model based on LSTM. In the field of video
description, [6] proposed an s2vt structure with a double-
layer LSTM to convert a video sequence into a text sequence.
Each LSTM learns the inputs both in encoding and decoding
phases and shares weights between encoding and decoding.
In this structure, the encoding and decoding phases differ only
in time. In order to incorporate short-term and long-term time
transitions into the encoding, a hierarchical deep network
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structure HRNE has been proposed for video captioning [8].
HRNE reduces the length of the input information stream and
combines multiple consecutive inputs at a higher level, which
can effectively use the temporal structure in a longer range.
Inspired by the work, [10] applied the improved HRNE to
sign language translation. The above methods need to specify
the encoding lengths of the encoder, whereas our method is
to learn the boundaries of the input sequence automatically.

Recently, to address the different importance of input infor-
mation, the attention model has been developed in many
fields. Some work applied the attention model to reweight
spatial information, including object detection [38], fine-
grained image classification [39], and image captioning and
inpainting [40], [51]. The attention vector is modeled as a
sequence of regions in the image, and the next region of
interest is predicted by a RNN model based on the location
and visual characteristics of the current region of interest.
In addition, some work applied the attention model to address
the different importance in time sequence [41], [42]. Our
method is similar to [41]. To be specific, in the proposed
encoder-decoder network, the attention model is utilized to
assign different weights to the input encoded vector at dif-
ferent decoding moments. In addition, hierarchical attention
models have also been applied for action recognition [43],
SLR [5] and document classification [44].

III. PROPOSED METHOD
In this section, a novel method for both isolated SLR
and continuous SLR is proposed. In the proposed network,
the boundaries of input sign are detected and encoded by
BAE, andwindow attention is applied in the encoder-decoder.
Fig.1 depicts the overall framework and the details of the
proposed method are introduced by follows.

A. CHINESE SIGN LANGUAGE SUBWORD
Generally, sign language words are basic units of recognition
for both isolated and continuous SLR. However, the vocab-
ulary of sign language is huge. For example, there are
5000 sign language words commonly used in Chinese sign
language. Unfortunately, the huge vocabulary output space
leads to the difficulty when there are not enough samples.
Therefore, we define more fine-grained units sign subwords
as basic units in both isolated and continuous SLR. Similar
to our preliminary work [11], we manually define a Chinese
sign word as a sequence of one or several sign subwords
semantictly.

Chinese sign language words are composed of several
relatively independent parts with different hand shapes and
trajectories. We define them sign subwords. For example,
the word ‘‘kindergarten’’ means ‘‘the house of kids’’ in
Chinese. So the Chinese sign language word ‘‘kindergarten’’
is expressed by two subwords ‘‘kid’’ and ‘‘house’’. Similarly,
the Chinese word ‘‘station’’ means ‘‘the house of cars’’, and
the sign word ‘‘station’’ is composed of subwords ‘‘car’’ and
‘‘house’’. In fact, the subword ‘‘house’’ in ‘‘kindergarten’’
and ‘‘station’’ are identical. Accordingly, we can define

FIGURE 2. The Chinese sign language word (a) ‘‘kindergarten’’,
(b) ‘‘station’’, and (c) ‘‘house’’. The actions in the red box of the three
words are the same. The displayed frames are sampled from videos at
intervals.

three subwords: ‘‘kid,’’ ‘‘car,’’ and ‘‘house.’’ The ‘‘kinder-
garten’’ can be denoted by ‘‘kid–house’’ and the ‘‘station’’
can be denoted by ‘‘car-house’’. Fig.2 shows the instances of
subwords.

In our method, the fine-grained sign subword units are
defined in the entire signword domain. Consequently, the aim
of isolated Chinese SLR becomes to model a short subword
sequence and the aim of continuous Chinese SLR becomes
to model a long subword sequence. In other words, we unify
them into the same sequence learning framework. It’s worth
mentioning that we do not define how the subwords actually
perform or what kind of shapes and trajectory they have.
Instead, we define subwords at the semantic level.

B. BAE NETWORK
The overall network of our proposed BAE, which has two
bidirectional-LSTM layers, is shown in Fig.1 (a). The first
layer uses boundary detection units (BDUs) to learn the tem-
poral boundaries of the input sign sequence. There is a BDU
between each adjacent bidirectional LSTM units in the first
layer to judge whether to segment the video. Then the second
bidirectional LSTM layer encodes the outputs of the BDU
layer. The upper of Fig.1 (b) shows the structure of one
fragment which has two bidirectional LSTMs and one BDU.
Crucially, it uses the memory capability of LSTM to perform
automatic boundary detection on the connection state of the
input sequence. Specifically, at time t , the core of the LTSM
ct saves the historical information entered at the previous
time so that it learns related information with a certain time
range. The bottom of Fig.1 (b) depicts the internal structure of
LSTM. The input, forget, and output gates of LSTM combine
the input xt and the hidden state ht−1 at the previous time
to update the current state value. The bidirectional LSTM
ensures that information in both historical and future direc-
tions can be interacted. At each input moment, we use the
binary boundary detection signal st ∈ {0, 1} to choose to
transfer the hidden state value and core value of the current
LSTM to the next moment, or interrupt the transmission to
reset. The non-artificially preset learnable BDU processes
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independently the sign language input feature sequence into
a plurality of continuous variable-length hierarchical expres-
sion parts. It facilitates organizing the long-term and short-
term time-series information of the sign language signal in
the model.

Suppose a length of N input sign language feature
sequence (x1, x2, . . . , xN ) and a length of M target output
sequence of the entire video (y1, y2, · · · , yM ), whose each
element is a one-hot encoded subword vector. In the first
Bi-LSTM layer of proposed network, the connected BDU can
make corresponding changes according to the current input
information and the hidden states of the LSTMs. Compared to
other structures, it can adaptively learn the boundary change
information of the input sign language signal. When the sign
signal is estimated to undergo a large state change, the BDU
can modify the connection state on the time stream, reset
the two LSTM unit states, and at the same time, the hidden
states of the LSTMs at the end of the time period is out-
put as a segment. And then different blocks of similar sign
language feature frames represent the sign language signals
hierarchically. This structure guarantees that the subsequent
boundaries of the input sign language data are not affected by
the previous data. Moreover, it alleviates the shortcoming of
the limited capacity of LSTM for processing long sequences,
which can enable more flexible encoding.

We use [] to represent the concatenate operation and σ () to
represent the sigmoid function. Then the boundary detection
signal st is calculated from a step function ϕ by:

st = ϕ
(
vTs ·

(
Ws

[
xt , Eh1t−1, xt−1,

←

h
1

t

]
+ bs

))
(1)

ϕ (x) =

{
1, if σ (x) < 0.5
0, otherwise,

(2)

where xt , xt−1 are the inputs and Eh1t−1,
←

h
1

t are the hidden
states of forward LSTM at time t − 1 and backward LSTM
at time t in first layer respectively, vs is a learnable vector,
Ws,bs are learned weight parameters and bias. When st =0,
the last hidden states of the forward and backward LSTM of
the segment are fed into the forward and backward LSTM
of the second layer, respectively(seen in Fig.1.(b)). According

to the boundary detection signal st , Eh1t−1,
←

h
1

t and Ec
1
t−1,

←c
1
t are

updated in first LSTM layer as follows:

Eh1t−1 ← Eh
1
t−1 · st , Ec

1
t−1← Ec

1
t−1 · st ,

←

h
1

t ←
←

h
1

t · st ,
←c
1
t ←

←c
1
t · st . (3)

The adjacent input signals are jointly encoded when st = 1.
When st = 0, the LSTM states are reset, the adjacent
signals are disconnected from the encoding, and the segment
encoding is restarted. The calculation of LSTM is as follows:

it = σ (Wi [xt ,ht−1]+ bi)

ft = σ
(
Wf [xt ,ht−1]+ bf

)
ot = = σ (Wo [xt ,ht−1]+ bo)

ct = ft ∗ ct−1 + it ∗ tanh (Wc [xt ,ht−1]+ bc)

ht = ot ∗ tanh (ct) , (4)

whereW∗ are learned weights and b∗ are learned biases.
The first LSTM layer (BDU layer) will produce a set of

variable-length outputs. These outputs can be viewed as the
total expression of the content of the sign segments. And
they are fed into another bidirectional LSTM layer to build a
hierarchical representation of the sign language signal. Each
output of the LSTM layer represents the superposition of the
contents of sign segments by multiple LSTM layers. Then
the encoding semantic vector hei of the BAE output for the
i-th sign segment is the concatenation vector of second LSTM
layer outputs:

hei =
[
Eh2i ,

←

h
2

i

]
, (5)

where Eh2i ,
←

h
2

i are the hidden states of forward and backward
LSTMs respectively. The stacked LSTM architecture also
adds more nonlinearity. In this case, the underlying sign
information is encoded into blocks of a certain length via the
bottom BDU layer. The higher-level LSTM layer is responsi-
ble for composing the encoded information to obtain the final
video representation. In summary, the encoder completely
encodes the hierarchical structure of the input sign language
features.

Because the temporal connection control signal st in BDU
is a non-differentiable binary variable, the network cannot
be trained by the traditional gradient back-propagation algo-
rithm. Therefore, we design a new BAE network learning
method based on random function. Specifically, the boundary
detection signal st is treated as a random neuron during the
network training phase. During training, the detection signal
st is calculated as follows:

st=

1, if σ
(
vTs ·

(
Ws

[
xt , Eh1t−1, xt−1,

←

h
1

t

]
+ bs

))
<z

0, otherwise
(6)

where z is designed to be randomly sampled from a uniform
distribution U [0, 1], which guarantees st to be stochastic and
its probability of being 0 or 1 is proportional to the value of the
sigmoid output. During gradient back-propagation, the gradi-
ent of st is almost all zero, the traditional back-propagation
algorithm is not suitable. Thus we use the approximate algo-
rithm to calculate the gradient of step function ϕ (x) as
follows:

∂ϕ (x)
∂x

= σ (x) (σ (x)− 1) . (7)

And then we can obtain the gradients of st for learnable
parameters. During the prediction phase, the boundary func-
tion is updated normally. This method guarantees the ran-
domness of boundary detection in the training phase and the
certainty in the prediction phase.

The underlying sign language feature information flow in
the BAE network is shown in Fig.3(c). The first frame of fea-
ture information input in the conventional encoder structure
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FIGURE 3. Comparison on different hierarchical encoding networks. The
red line shows one of the paths from the input at t = 1 to the final output.
Compared to (a) and (b), our hierarchical BAE architecture (c) is flexible.

(Fig.3 (a)) needs to go through a path that is much larger
than the BAE network. Compared to the conventional or other
structures that use fixed-size blocks (Fig.3 (b)) as the overall
time period encoding, BDU can adaptively control the length
of the encoding block according to the input information and
the hidden state of the encoding layer.

C. ENCODER-DECODER WITH WINDOW
ATTENTION MODEL
In the conventional encoder-decoder model, all decoding
moments rely on a fixed-length context vector for decoding.
This vector is output by the encoder at the last moment and
contains all input sign information. However, for long sign
sequence modeling, the capacity of encoding information
contained in a vector is insufficient in the decoding phase.
Therefore, the window attention model is incorporated into
our BAE encoder-decoder model. In order to improve the
decoding, the attention model is designed to put different
weights on the encoding vectors of different times at the
time of decoding. Considering the influence of sign language
sequence length, a window position vector is introduced to
ensure that the decoded output is aligned with the sign lan-
guage input signal.

As can be seen in Fig.1, the windows attention model is
stacked on the BAE encoder. The BAE encodes the under-
lying sign language features into a semantic vector sequence(
he1,h

e
2, . . . ,h

e
T

)
containing hierarchical sign sequence infor-

mation. And then they are decoded to output a target sequence
with attention. Fig.4 shows the window attention model.

In the window attention model, each decoding step only
focuses on a fixed-length window of encoded vectors. At the
decoding step t , we first generate an aligned position gt ,
which is calculated as:

gt = T · σ
(
vTg tanh

(
Wght

))
, (8)

FIGURE 4. The window attention model in encoder-decoder framework.

where ht is the hidden state of decoder, vg and Wg are
learnable weight parameters, and T is the length of encoding
vector sequence. Then we set a window with a length of 2η
centered at gt . The context vector used at decoding step t is:

rt =
∑

i∈[gt−η,gt+η]
αtihei , (9)

where η is empirically set, hei is the encoded vector of encod-
ing step i, and αti is the attention weight assigned for hei .
Unlike the attention weight αti in [41], which is affected by
the length of the input sequence, we use a sigmoid function
instead of softmax function to prevent the attention vector
from being normalized. More importantly, we use a differ-
entiable Gaussian function to truncate the window that needs
to be aligned. The weight αti is calculated as follows:

αti = σ (eti) exp

(
−
(i− gt)2

2δ2

)
, (10)

where δ is empirically set as the half of η, and eti denotes the
correlation between ht and hei . Note that i is an integer within
the window centered at gt , whereas gt is a real number. eti can
be evaluated by:

eti = hTt Wehei , (11)

where the weight matrix We can be obtained through joint
training with the encoder-decoder network.

After obtaining a highly correlated context vector rt ,
the attention-derived decoded output h̃t is obtained through
a non-linear transformation, as follows:

h̃t = tanh (Wr [rt ,ht ]) , (12)

whereWr is the weight matrix. The output distribution is then
generated by feeding the attentional vector h̃t into the softmax
layer:

p
(
yt
∣∣∣h̃t ) = exp

(
wyh̃t

)
∑

y′∈V exp
(
wy′ h̃t

) , (13)

where wy is the corresponding weight parameter that can
be obtained through training, y′ represents a sign language
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subword element, and V is the subword dictionary of the
dataset. The model can be written as:

p (y1, y2, . . . , yM |x1, x2, . . . , xN ) =
M∏
t=1

p
(
yt
∣∣∣h̃t , yt−1 ).

(14)

During training, the logarithm of the above formula is used
for calculation convenience. Therefore the optimal model is:

θ∗ = argmax
θ

∑M

t=1
lnp

(
yt
∣∣∣h̃t , yt−1 ; θ) , (15)

where θ denotes the model parameters.

IV. EXPERIMENTS
We evaluate our method on two isolated sign language word
datasets and one continuous sign language sentence dataset.
The first isolated word dataset ID1 is the CSL dataset1 which
is a public large-scale vocabulary Chinese sign language
dataset, and the second isolated word dataset ID2 is collected
by us using the Microsoft Kinect 2.0 device for Chinese
sign language. The continuous sentence dataset CD is often
used in continuous Chinese SLR research.2 We first give
some implementation and dataset details, and then show the
advantages of our method through some experiments.

A. EXPERIMENT SETUP
1) DATASET
For isolated SLR, we use two isolated word datasets, ID1 and
ID2. Specifically, ID1 contains 125k samples consisting of
500 sign words, each of which was recorded 5 times by
50 signers. The RGB video resolution in each sample is
1280 × 720 and the fps is 30. In order to verify the relia-
bility of our method, we have built a larger-scale vocabulary
dataset ID2 with more Chinese sign words. The dataset can
be divided into two parts, ID2-spit1 and ID2-spit2. Specifi-
cally, ID2-split1 contains 50k samples consisting of 500 sign
words, each of which was recorded 10 times by 10 signers.
And ID2-split2 contains 20k samples consisting of 2000 sign
words, each of which was recorded one time by one signer.
The RGB video resolution in ID2 is 1560 × 1080 and the
fps is 30. For continuous SLR, we use the dataset CD, which
contains 25k videos consisting of 100 different sign language
sentences. To be specific, each sentence was recorded 5 times
by 50 sign speakers. The resolution of the post-processed
color video is 1080×720and the fps is 30. Besides, the length
of each video is 4∼8 sign words, which is about 15 seconds.
Details of the three datasets are shown in Table 1.

2) EVALUATION METRICS
For isolated SLR, we concatenate each predicted sign sub-
word sequence into one sign word. And then Error Rate is
used as the criteria, that is, the ratio of all the words that are
identified incorrectly. For continuous SLR, we use different

1http://home.ustc.edu.cn/∼hagjie/
2 http://mccipc.ustc.edu.cn/mediawiki/index.php/SLR

TABLE 1. The information of the datasets.

criterion. Bi-gram algorithm is utilized to combine the pre-
dicted subword sequence into sentences. We then use word
error rate (WER) to evaluate the performance of continuous
SLR and compare it with other work. WER is defined as:

WER =
#substitution+ #deletion+ #insertion

#words in the target
, (16)

where # represents the number. Note that it is the number of
words, not the number of subwords. We also use semantics
evaluation metrics widely used in NLP, NMT, i.e., BLEU,
METEOR, ROUGE-L and CIDEr.

3) IMPLEMENTATION DETAILS
For a fair comparison, after shuffling the samples, we select
70% of the dataset as the training set and 30% as the test set in
experiments. The signers appearing in the test set and training
set are the same. Our stacking LSTM model each layer has
1024 cells, and 512-dimensional embeddings. During train-
ing, we use Adam optimizer to train our model. The parame-
ters are uniformly initialized in [−0.1, 0.1], the learning rate
is set to 0.001, and the batch size is 8. We apply scheduled
sampling [45] to the training process. The sampling decay
rate ε is from 1 to 0, and the exponential decaymethod is used,
which is multiplied by 0.9 every 10 periods. We add a begin-
of-sentence tag <bos> as the initial word to start language
generation, and when the sentence ends end-of-sentence tag
<eos> appears, so that our model can deal with signs with
variable length. In inference, we consider using beam search
in our model with search size of 3. Our program is imple-
mented on the TensorFlow platform. Note that sign language
signals are mainly expressed by the shape of human hands,
whereas other torso parts of the signer body and background
environment have less effect on sign language expression.
In order to improve efficiency, we use the left-hand and the
right-hand patches as input in all subsequent experiments we
take.

B. PERFORMANCE ON THE ISOLATED WORD DATASETS
We evaluate our method on two isolated datasets. We design
a 2D-CNN-based SLR benchmark method based on the
VGG network [48] with temporal pooling [12]. The recog-
nition results are obtained through a max-pooling layer and
the last fully connected layer. Considering that the frame-
level 2D-CNN features length is too long, we first extract
the keyframes of sign language according to the method
of [11]. In addition, our previous research [11] shows that all
frames within a sign language video are highly differentiated.
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It leads to poor performance of the frame-level 2D-CNN
features obtained by sign language data with video-level
labels. Therefore, a 2D-CNNnetwork pre-trainedwith frame-
level sign language labels for sign language recognition
has been designed. For the 3D-CNN, we use the C3D
model [49] where each video block has 16 frames over-
lapping 8 frames with adjacent blocks. Finally, we utilize
1024-dimensional 2D-CNN features and 1024-dimensional
3D-CNN features as the basic features used by other SLR
methods [11], [12], [49], [47].

TABLE 2. Performance of different methods on the isolated word
datasets.

Note that for a fair comparison, we use the same RGB
information in each method. Table 2 summarizes the results
of different methods on the dataset ID1 and ID2. It can
be seen from the results that the 3D-CNN-based method
performs better than 2D-CNN because it captures more
spatio-temporal sign information. In addition, the methods
based on RNN and LSTM have achieved better results since
memory cells can better model time sequences. With the
help of the hierarchical LSTM structure and the attention
model, the methods in [11] and [12] bring competitive results
on the ID2 and ID1 datasets. Table 2 shows the superiority
of our method. Specifically, our proposed BAE improves
performance encoding both 2D-CNN and 3D-CNN feature
sequences without attention model. Especially when BAE
with 3D-CNN input, the results on ID1 and ID2-spit1,
split2 datasets are on average 4% higher than the results
of [11]. Besides, our method incorporating the window atten-
tion model can further improve the performance by an aver-
age of 2%. The results also show that our method can still
perform well even when the sign vocabulary is large but the
training samples are scarce.

C. PERFORMANCE ON THE CONTINUOUS
SENTENCE DATASET
According to the performance of 2D-CNN and 3D-CNN
in the isolated SLR experiments, we use RGB 3D-CNN
features in the subsequent continuous SLR experiments for

fair comparison. Note that the 3D-CNN features extraction
network is pre-trained on isolated word datasets. Experiments
are conducted on the continuous sentence dataset CD to
compare our proposed method with other continuous SLR
methods. The experimental results are summarized in Table 3.

Themethod of LSTM-LSTM [1] structure withmean pool-
ing is used as the benchmark for recognizing the continu-
ous sign language. Afterward, the LSTM-E network in [2]
embeds high-level semantic information. However, using
the pooling operation will average the sequence temporal
information. Accordingly, the missing of the chronological
information of the sign signals results in suboptimal results.
In addition, the compared methods LSTM-CTC and Sub-
Unets [3] aiming at frame-level alignment do not learn sign
word semantics well.

As an encoder-decoder framework, we also compare the
s2vt network with two LSTM layers [6]. At the same time,
in order to compare under the same hierarchical structure,
the s2vt network is extended to a 3-layer BAE-s2vt. Its bottom
layer is the same as the first BAE encoding layer, with the
same length and structure. The results show that extended
BAE helps performance to be improved. We infer that the
structure of adaptive encoding helps establish a hierarchical
sign representation of visual and semantic information.

The difference between our method and HRNE [8],
HRF-S [10] is that ourmethod uses historical and future infor-
mation to adaptively learn the temporal boundaries, instead of
assigning fixed-length segments [8] or using non-learnable
method [10]. Unlike we implicitly encode the hierarchical
sign language information, SF-Net constructs information
directly at different levels of sign language to obtain compet-
itive results. In addition, the HRNE-att, HRF-S-att, and LS-
HAN models with the help of the attention model for wise
encoding or decoding have been improved in performance.
In the same way, our method achieves state-of-the-art result
with window attention. The results clearly show the superior-
ity of our method again.

In addition, we evaluated the performance of different
methods on sign language of different lengths to study the
effect of sign language length on performance. And the
results are shown in Fig.5. The figure shows that the SF-Net
and HRF-S methods can achieve good recognition perfor-
mance when the sign language length is less than about
325 frames. But the performance decreases slightly as the
length increases. Differently, our method can still maintain
good recognition performance when the length of sign lan-
guage is long, that is, the length has a slight effect on recog-
nition. It is because of the adaptive adjustment of BAE to
longer sequences, and the window attention also guarantees
the limited impact of encoding length on decoding. Mean-
while, it illustrates the potential of our method for longer sign
language sentence recognition.

D. ANALYSIS ON SUBWORD
In our method, we consider using finer-grained sign language
subword units instead of sign word units as the basic unit of
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TABLE 3. Performance of different methods on the continuous dataset.

FIGURE 5. Performance of different methods on sign language of
different lengths.

recognition in both isolated and continuous SLR. To illus-
trate the advantages of sub-words, we visualize the perfor-
mance of some sign language words in the feature space. The
3D-CNN features of three words, ‘‘station, kindergarten, and
house’’, are visualized by the t-SNE projection in Fig.6 with
50 samples each word. The features of each sign word are
in the same color. Since the sign language is expressed by
continuous multiple frames, the temporally adjacent frames
do not change much. The figure tells that each word has
a certain continuity in the feature space. More importantly,
the figure clearly shows that some of the features of sign
language words will overlap with others in the feature space.
In other words, it is difficult to distinguish the sign language
described at the word level. It shows that using smaller-
grained subwords instead of sign words to represent sign
language has better potential for modeling. We obtain the
semantic subword units according to the method in [11].
Consequently, 310 sign language subwords are defined as the

FIGURE 6. Feature visualizations by t-SNE projection. Red, green, and
blue represent the Chinese sign language word sign ‘‘kindergarten’’,
‘‘station’’, and ‘‘house’’ respectively.

basic sign language description units for subsequent experi-
ments.

We mix the dataset ID1 and CD to one bigger dataset and
conduct experiments on the mixed dataset. It aims to simulate
the situation that the target of SLR can be a word or sentence
but unknown in advance in the real environment. And we
then discuss the advantage of the sign subwords. Specifi-
cally, we compare our method with LSTM-CTC and Sub-
Unets based on frame-level alignment, s2vt, and BAE-s2vt
based on encoder-decoder, HRNE-att and HRF-s-att based
on hierarchical model with attention, and SF-Net based on
structural features. We use WER as the evaluation crite-
rion. Note that other methods treat isolated sign language
words as sequences with only one element, while our method
uses or does not use sign language sub-word sequences. The
experimental results are shown in Table 4. The results show
that the performance of each method on the mixed dataset
is slightly worse than that performed on the CD dataset,
although there are larger training data and shorter sign lan-
guage sequences on average. Presumably, the expansion of
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FIGURE 7. The visualization of the boundaries of three continuous Chinese sign language sentences obtained by different methods. Different color
blocks indicate different segmented fragments.

TABLE 4. Performance of different methods on the mixed dataset.

the search space (projecting space of recognition target) for
recognition caused difficulties. However, our method based
on sign language subwords performs well on the mixed
dataset. Because we use the same sign subwords to represent
isolated and continuous sign language, the search space for
recognition has not been expanded. The experimental results
demonstrate the adaptability and robustness of ourmethod for
sign language sequences of unknown length.

E. ANALYSIS ON BAE
In order to learn the performance of BAE in sign language
boundary learning, we show the boundary learning results of
three continuous sign language sentences in Fig.7. Note that
the figure does not draw all the frames of videos. It can be
seen from Fig.7 that HRNE segments sign language video
into multiple very small and equal length fragments. It is
based on the distribution of the overall sample set. Unlike
HRNE, BAE and HRF both segment the video into adaptive
fragments of appropriate length according to the distribution

of the current video. The difference is that HRF segmentation
is based on changes between source sequence features, but
BAE segmentation is flexibly learned from the source and
target sequences. HRF only splits sharply changing parts of
the video, but cannot effectively segment some slowly chang-
ing but meaningful transitions. In addition, some continuous
but dramatic motion changes can be semantically encoded
by the BAE as a whole, rather than frequently segmented by
HRF. After many iterations, the BAE learns the cumulative
information in sign language over a certain period of time,
thereby realizing boundary learning and boundary encoding.
Obviously, the feature information of sign language is con-
verted into encoded information with a hierarchical structure.

TABLE 5. Performance of ours methods with/without bdu.

We conducted some comparison experiments with and
without BDUs in different structures on the dataset ID1,
ID2-split1, ID2-split2 and CD.We use single-layer Bi-LSTM
and double-layer Bi-LSTM structures, respectively. The
experimental results are summarized in Table 5. The exper-
imental results show that adding BUD between the LSTM
is more conducive to the modeling of sign language seg-
mentation information, thereby improving the performance
of sign language recognition. In addition, using a double-
layer LSTM structure results better than using a single-layer
LSTM structure. This is because the single-layer structure
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FIGURE 8. The distribution of the number of the detected boundaries on
the three datasets.

FIGURE 9. The distribution of the position of the detected boundaries on
the three datasets.

is not enough to model the long-term and short-term timing
relationships of sign language. At the same time, the multi-
layer structure can add more nonlinear.

In addition, we learn the boundary information of each
data set. The distribution of the number and position of
the detected boundaries on each dataset are illustrated
in Fig.8 and Fig.9. Fig.8 shows that the number of bound-
aries of isolated word datasets is mostly around 10, and the
number of boundaries of continuous sign language sentence
dataset is about 20-26. In Fig.9, the position of very video is
normalized to 0 to 1. And it shows that there are two peaks
at the beginning and the end of sign videos, which are the
beginning and end of sign language, respectively.We also can
observe that the boundary distribution of the middle position
of the video increases with time. It means that the information
accumulated by the encoder increases with time, and themore
detailed the video segmentation.

F. ANALYSIS ON ATTENTION
The window attention model we designed can align the
decoded output with the input sign signal. As a result,
the weight assignment of different input signals is realized,
and on the other hand, the related encoded information is not

FIGURE 10. Two Chinese sign language sentences and attention of them.
(The arrow points to the center of the window. Not all frames and results
are shown).

diluted when the sign language length is long. Visualizing the
attention weights of some samples is shown in Fig.10. The
figure tells that the window alignment position corresponding
to each sign subword is often near the key position of the
chunk content. The attention addresses inputs that are more
useful for decoding at the current moment. Different from
using the softmax function in [41] to constrain the sum of
attention weights to 1, we use the sigmoid function to relax
the constraint. Therefore, the attention weight of an element
at a certain moment can be prevented from being affected by
the attention values of other elements. In this way, the atten-
tion along time will not be destabilized by other elements,
so it is easier to optimize. Compared with the method in [41],
we can keep the important elements at amore effective weight
instead of a very small value. And considering the adaptive
performance of the BAE layer, even though the size of the
attention window is fixed, the length of the corresponding
sign language segment is flexible.

V. CONCLUSION
In this paper, we developed a new SLR method based on
the boundary-adaptive encoder incorporating with window
attention and achieved competitive results across popular
benchmarks. We have taken strong steps to solve the prob-
lem that the previous SLR methods would severely reduce
performance in the case of long sequences. Besides, we uni-
fied isolated and continuous SLR into the same recognition
method that is more practical by introducing sign language
subwords. But there are still a limitations in our models. The
one is real-time performance and another one is the model is
not lightweight enough. In the future, we will improve our
model from the two aspects to bring better performance.
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