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ABSTRACT The density map is an effective manner to infer how many cells a cell image contains, and
it carries valuable information. However, a fine-grained density map requires rich spatial information to
recover the distribution details. In this paper, we propose a cell counting network with two paths, i.e. detail
path and context path, which respectively extract spatial details and semantics. The detail path encodes
the spatial information with small convolutional kernels. The context path rapidly enlarges the receptive
field and extracts multi-scale features with an atrous spatial pyramid pooling. At the end of the two paths,
we design a feature fusion module to merge the high-level feature maps from the two paths. To decrease
the parameters and computation, we directly upsample the fused feature maps to the input size and decode
them to obtain the density map. The proposed model is evaluated on three cell datasets and a popular crowd
dataset Shanghaitech Part-B. The experiments illustrated that the proposed model not only achieves superior
performance on cell datasets but also generalizes well on the crowd dataset.

INDEX TERMS Cell counting, density map, bilateral path.

I. INTRODUCTION

Object counting, which aims to estimate the number of
objects in a scene, is a popular research, and it has a wide
range of applications, e.g., crowd counting [1], [2], cell count-
ing [3], [4], and vehicle counting [5], [6]. In recent years, it is
popular to count objects by estimating the density map [7],
which can reflect the density at each pixel, and the sum over
all pixels is the count result. Besides, the density map also
provides more supervision information to be trained. Because
crowd counting and vehicle counting have plenty of images
to learn, many works [8]—-[10] tend to design large networks
to boost counting performances. However, the large network
is prone to be overfitting on small cell datasets. It is neces-
sary to design the cell counting network with fewer training
parameters, which is similar to the idea of light-weight mod-
els [11], [12]. To predict a high-quality density map, many
previous works [4], [13] adopted the U-shape networks to
reuse the low-level features to extract spatial details. The
low-level feature maps are connected to the decoder, and the
combined feature maps are gradually upsampled to the input
size. For cell counting, there are two points that should be
highlighted: light-weight and well-preserved spatial detail.
Inspired by the success of the bilateral segmentation network
(BiSeNet) [14] in segmentation, we propose a cell counting
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network with two paths. The detail path is in charge of
extracting spatial information. We use small convolutional
kernels to encode the input image. Although the low-level
feature maps are rich in spatial information, it contains noise
which is harmful for density map estimation. We design a
detail guide module using the high-level feature maps to
guide the low-level feature maps, and the details targeted
on cell regions are highlighted. The context path rapidly
enlarges the receptive field and encodes more semantic infor-
mation. Meanwhile, we use the depthwise separable con-
volutions [15] to replace the general convolutions, saving
more computation resources. In the end, we append an atrous
spatial pyramid pooling (ASPP) [16] to gather multi-scale
information. To improve the feature representation, we bridge
the detail path and context path like BiSeNet V2 [17].
Because many cells are small in size, their information may
be discarded in repetitive pooling operations. To recover the
information of small cells, we upsample the feature maps
to the input size and refine them with the guided detail
features to obtain a fine-grained density map. In experiments,
we evaluate the proposed network on three different cell
datasets [7], [18], [19] and achieve excellent performance.
The critical feature maps are visualized to explain how
the proposed network learns detail information and context
information. Furthermore, we also prove that the proposed
network generalizes well on a crowd dataset, Shanghaitech
Part-B [1].
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The main differences between the proposed model and the
other state-of-the-art cell counting models [4], [20], [21] are
the extractions of detail information and context information
are decoupled, which makes the features more representative,
and the depthwise separable convolutions make the model
light-weight. In summary, our main contributions are sum-
marized as follows:

1) We successfully extend the BiSeNet [14], [17] from
the semantic segmentation task to the counting task.
The proposed cell counting network makes an excellent
performance on cell datasets and a crowd dataset.

2) On the detail path, a detail guide module is designed
to guide the low-level feature maps with high-level
semantics, which highlights the cell locations.

3) We design a feature fusion module to make the
high-level feature maps from both paths connect with
each other, which can boost performance.

4) We propose a refinement module to improve the density
map and accuracy.

Il. RELATED WORK

Since the architecture of our proposed counting network
is inspired by BiSeNet, which is a light-weight model,
we review the related works about the counting models and
the light-weight models in this section.

A. COUNTING MODELS

Traditional methods often count cells by detection, they aim
to extract individuals from the background. Take the red
blood cells as an example, Maitra et al. [22] used Hough
Transform to detect cells, and Sharif e al. [23] segmented
cells by morphological operators. Both the two counting
methods relied on the prior knowledge of cells, which limited
the application. To count the clustered cells, the distance
transform [24] is applied to divide the cluster into separated
cells. Zhang et al. [25] claimed that the distance transform
may fail to segment cells when they overlapped heavily and
proposed to segment clustered cells based on the curvature
information. Although these methods have made progress,
they still cannot cope with the cell image where the cell
density is denser. To overcome this issue, density map esti-
mation [7] is proposed. It learns image contents to predict
the number of objects as well as the object distribution. The
early approaches often design features manually and learn
the mapping between the handcrafted features and density
values by linear transformation [7], ridge regression [26],
random forest [27], etc. Later, researchers realized the con-
volutional neural network (CNN) has powerful feature rep-
resentation capability and started to learn the mapping by
CNNs. Xie et al. [3] explored a simple network to count and
detect small cells, and it outperformed previous machine
learning approaches [7], [26], [27] on VGG Cells [7]. SAU-
Net [4] incorporated a self-attention module and adopted an
online batch normalization to be adaptive to small datasets.
These works counted cells by integrating over the density
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map, and there are some works that count cells by detecting
cells on the density map. Rad et al. [28] proposed a resid-
ual dilated U-Net to count blastomere cells of the human
embryo. Based on this work, they designed a content-based
loss function and built dense connections in the encoder
and decoder [20], which contributed to better performance.
Pan et al. [13] used multi-scale branches to cover cell clumps
and robustly detect cells. Zhu et al. [29] proposed a fully
convolutional network to count cells and evaluated the pro-
posed network both on density map and detection. Besides
cell counting, density map estimation also has a wide appli-
cation in crowd counting. To overcome the scale variations,
the multi-column networks [1], [30] and the hierarchical
architecture [31] are often used to obtain multi-scale recep-
tive fields. Furthermore, Zou et al. came up with different
ways [32], [33] to handle the multi-scale problem. In video
processing, the temporal information is encoded to boost
the counting performance [34]. Recently, researchers also
pay attention to the light-weight counting models [35], [36].
Apart from the density map estimation, there are many other
counting approaches. Akram et al. [37] first detected cells by
predicting bounding boxes and then segmented cells in the
proposed bounding boxes. Count-ception [21] predicted the
number of cells in an image patch and scanned the whole
image with a stride to count overall cells. However, it lost
many spatial details. Aich and Stavness [38] also regressed
the cell number but as well as used the Gaussian activation
map to supervise the class activation map, which can sup-
press false detections and improve the count performance.
Marsden et al. [39] proposed a counting network that can be
adaptive to various visual domains and achieved impressive
performance. Unlike the above methods, Lu et al. [40] tackled
the counting problem by matching the counting object.

B. LIGHT-WEIGHT MODELS

Recently, the problem of how to make a network perform
well on the devices with limited computation resources
attracts high attention. MobileNet V1 [12] is built on depth-
wise separable convolutions, which have fewer parameters
and computation than the general convolutions. Also, two
hyper-parameters are introduced to make the model smaller
and faster. ShuffleNet V1 [11] reduces computation by group
convolutions with channel shuffle operations and surpasses
MobileNet V1. MobileNet V2 [41] follows the depthwise
separable convolutions in MobileNet V1 and designs an
inverted residual structure with a linear bottleneck, which
preserves information as much as possible and improves
performance. Based on the analysis of factors for overall
runtimes, Ma et al. presented four practical guidelines to help
design networks efficiently and proposed ShuffleNet V2 [42].
These light-weight models can be applied to different tasks,
e.g., image classification [43], object detection [44], and
semantic segmentation [45]. In semantic segmentation, each
pixel is assigned a class label, so the spatial information is
crucial for high accuracy. Yu et al. proposed a segmentation
network with two paths to respectively preserve spatial details
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FIGURE 1. An overview of the proposed cell counting network.

and extract context information [14]. The spatial path with
wide channels encodes details, and the context path with
fast downsampling operations enlarges the receptive field.
As an improved version, BiSeNet V2 [17] designs an aggre-
gation layer to efficiently merge the two types of features and
improves accuracy and speed.

Similar to semantic segmentation, the density map esti-
mation is a pixel-level task, which needs abundant details
to recover the cell locations. Different from semantic seg-
mentation requiring the details such as edges, the density
map estimation requires the details about small cell locations
which are prone to be lost in pooling operations and cannot be
recovered in upsampling operations. In this paper, we propose
a counting network based on BiSeNet V1 to cope with the cell
datasets.

Ill. THE PROPOSED MODEL

In this section, we introduce the proposed network. The over-
all architecture is demonstrated first. Then the submodules
are detailed in sequence.

A. THE ARCHITECTURE

The proposed cell counting network consists of two paths,
as shown in Fig. 1. The detail path adopts general convo-
lution layers to extract detail features and per stage con-
tains two convolutional layers. Each convolution (Conv)
layer is followed by batch normalization (BN) and ReLU.
As Fig. 1 indicates, the feature maps are downsampled twice,
which is implemented by a convolution layer with stride = 2.
On the detail path, all convolutional filters keep 3 x 3 with
64 channels to encode spatial information. Feature maps at
different stages are merged to generate a well-guided detail
feature map. Compared to the detail path, the context path
has deeper layers and narrower channels. It extracts context
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information with depthwise separable convolutions to reduce
computation and enlarge receptive filed by pooling. At the
end of the context path, an ASPP is applied to capture
multi-scale features. Inspired by the aggregation layer in
BiSeNet V2 [17], we design a feature fusion module to
bridge the detail path and the context path and merge the two
types of feature maps. Different from BiSeNet V1 that the
feature maps are directly upsampled to input size to obtain
the segmentation result, we use the guided detail feature maps
to refine the upsampled feature maps to be adaptive to the
counting task.

Depthwise separable convolution consists of a 3 x 3 depth-
wise convolution (DW) and a 1 x 1 pointwise convolution.
On the context path, we use a depthwise separable convo-
lution at the first stage and the filter channels in the same
stage keep the same. Fig. 2 displays the three types of context
blocks (CBs) we design. Fig. 2(a) is the first CB. It is a
simple depthwise separable convolution with a residual con-
nection and a 1 x 1 convolution layer is to merge information.
Fig. 2(b) is the CB with a stride, and we name it CB_x2.
We place CB_x2 at the first layer per stage, excluding the
first stage. Because the input of CB_x2 is from the previous
stage, the feature maps from the two branches may be dif-
ferent in channel dimension, we use a concatenation layer to
merge features and use a 1 x 1 filter to decrease dimension.
Fig. 2(c) is an ASPP and it is placed at the deepest layer
of the context path. The ASPP uses convolution layers with
different dilation rates to capture multi-scale receptive fields
and adopts a global average pooling (GAP) to obtain global
information. The residual connection is also applied to ASPP.
The context path can be represented as (Depthwise sep-
arable convolution)-(CB_x2-CB)-(CB_x2-CB)-(CB_x2-CB-
CB)-(ASPP), where the operations in a bracket belong to the
same stage.
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FIGURE 3. Detail guide module.

B. DETAIL GUIDE MODULE

It is well-known that the low-level features preserve rich
spatial information such as edges and lines. However, these
details do not help much with the density map estimation.
We use a fixed Gaussian kernel to generate ground truth and
the label cannot align with the cells of various shapes and
sizes. Zhang et al. proposed to introduce semantic informa-
tion to low-level features to guide extracting details [46]. Fol-
lowing this perspective, we design a detail guide module to
force the low-level feature maps to pay more attention to the
cell locations. The detail guide module is shown in Fig. 3. The
low-resolution feature maps with more semantic information
are upsampled to the highest resolution and the three feature
maps are merged by a 1 x 1 convolution kernel. Benefit from
the fusion, the details evolve from the edges to cell locations
under the guidance of high-level semantics, which is proved
in experiments.

C. FEATURE FUSION MODULE

BiSeNet V2 [17] proposed a guided aggregation layer to
merge the two types of features, and we redesign it to fit our
proposed network. Fig. 4 shows the redesigned module. The
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input detail feature maps are 1/4 of the original image, and
the input context feature maps are 1/8 of the original image.
The context feature maps contain more semantics, which
makes it reasonable to use the context feature maps to guide
the detail feature maps. The two types of features are fused
at both scales, which introduces multi-scale information and
also connects the two paths more closely.

D. REFINEMENT MODULE

Some cells are so smaller that their information may be lost
after pooling operations. Therefore, it is necessary to reuse
the low-level feature maps to recover the lost information.
To obtain a fine-grained density map, we need to refine
the upsampled feature map carefully. Fig. 5 displays the
process of refinement. First, the upsampled feature maps are
combined with the guided detail feature maps by addition.
Then, a depthwise separable convolution is applied to decode
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features. Usually, the convolution operation is repeated
several times to improve accuracy, we make the spatial
details participate in all convolution operations to boost
performance.

E. LOSS FUNCTION

In this paper, the density map estimation is a pixel-to-pixel
task. We use the Euclidean distance to measure the difference
between the estimated density map and the ground truth. The
loss function is defined as:

lN
L:NX;

=

by~ i (M)

where N is the number of training images, Dj is the estimated
density map of the i image, and D; is the ground truth of the
i image.

IV. EXPERIMENTS

In this section, we first introduce the datasets, implementation
details, and evaluation metrics. Then, we compare the pro-
posed cell counting network with state-of-the-art methods.
Finally, we conduct the ablation study to prove the effective-
ness of each submodule.

A. DATASETS

We experimented on four datasets: VGG Cells [7],
MBM Cells [21], Adipocyte Cells [18], and Shanghaitech
Part-B [1].

VGG Cells is synthetic and it realistically simulates the
cell overlaps, defocused blur, vignetting, etc. It consists
of 200 images containing 174 & 64 cells on average, where
100 images for training and 100 images for testing. MBM
Cells collects the healthy human bone marrow cells that are
sampled from eight patients. The cell nuclei are dyed blue and
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sparsely distributed. There are 44 images with an average of
126 +£ 33 cells, where 30 images are the training set and the
rest are the testing set. Adipocyte Cells contains 200 images
and per image averagely contains 165 =+ 44 cells, 100 images
are used for training and 100 images for testing. The cells are
densely adjoined and dramatically varied in shape and size.
Shanghaitech Part-B is a crowd dataset, which records the
busy streets in Shanghai. It contains 716 images, 400 images
for training and 316 images for testing.

B. IMPLEMENTATION DETAILS

Pre-processing. Due to the three pooling operations on the
context path, the size of the input image has to be a multiple
of 8. The original resolution of MBM Cells is 300 x 300, and
we split the image into 4 patches with a 152 x 152 resolution.
The pixels that are counted repeatedly are averaged as the
final results when inference. For Adipocyte Cells, we padded
the images from 150 x 150 to 152 x 152. Shanghaitech Part-B
has a high resolution and we resized the image from 768 x
1024 to 192 x 256 to reduce the computational overhead.

Data augmentation. For cell datasets, we randomly applied
horizontal shifting, vertical shifting, horizontal flipping, and
vertical flipping. Considering human postures in reality,
we applied the same augmentations but vertical flipping on
the crowd dataset.

Optimization. In our experiments, we adopted the Adam
optimizer with a weight decay of 1e~93. Especially, we set
weight decay to 1e=% on MBM Cells. The network is opti-
mized with L, regularization for 900 epochs. During the first
400 epochs, the learning rate is set to le~%. In the next
400 epochs, the learning rate is decreased to 5¢~%*. In the
last 100 epochs, the learning rate changes to 1e~%*

C. EVALUATION METRICS

Mean absolute error (MAE) and root mean squared
error (RMSE) are the two common metrics to evaluate the
counting performance. Following previous works [1]-[5],
[21], we calculated MAE in cell counting and both MAE and
RMSE in crowd counting. They are defined as:

N
1
MAE = /\—];m — i )

1 . 2
N 1 (i — yi) 3

N
RMSE =

4

where, N is the number of testing images, ; and y; are the
predicted object number and the true object number of the i
image, respectively.

D. COMPARISONS WITH THE STATE-OF-THE-ARTS

To validate our proposed method, we compared it with other
state-of-the-art methods. Table 1, Table 2, and Table 3 dis-
play the comparison results on VGG Cells, MBM Cells,
and Adipocyte Cells, respectively. Because cell datasets are
small, we randomly and equally selected training data and
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TABLE 1. Comparison results on VGG Cells.

Method N=16 N=32 N =50
Lempitsky et al. [7] 3.8+0.2 35+0.2 N/ A
Fiaschi et al. [27] N/ A 32+0.1 N/ A
FCRN-A [3] 34402 29+£02 29402
SAU-Net [4] N/ A N/ A 2.6+04
Count-ception [21] 2940.5 24404 23+04
Cell-Net [20] 2.7+0.6 N/ A 22405
The proposed method ~ 2.6+0.2 23+0.2 22402
TABLE 2. Comparison results on MBM Cells.
Method N=5 N=10 N=I15
Marsden et al. [39] 23.6+4.6 21.5+42 205435
Count-ception [21] 12.6+3.0 10.7£2.5 8.8+23
Cell-Net [20] 11.3+4.8 9.8+3.2 N/A
SAU-Net [4] N/A N/A 57+1.2
The proposed method 82+1.1 6.9+0.9 6.0+0.6
TABLE 3. Comparison results on Adipocyte Cells.
Method N=10 N=25 N=50
Count-ception [21] 25.1+2.9 2194238 194422
SAU-Net [4] N/A N/A 142+1.6
The proposed method ~ 13.8+0.7 11.6£0.4 10.6 £0.3

validation data from the training set and repeated training
10 times. The mean and standard deviation of MAE are
reported. N represents the number of images for training.
For VGG Cells, our proposed method performed slightly bet-
ter than Count-ception [21] and Cell-Net [20] and achieved
the state-of-the-art. Count-ception regressed the count in a
patch and Cell Net paid more attention to feature encoder
and decoder, while both of them did not reuse the low-level
detail information, which may result in underestimation of
small cells. Marsden et al. proposed a network that can count
different datasets using a shared model [39]. However, it did
not perform well on MBM Cells because the number of
training images is too small to be learned sufficiently. The
cells of MBM Cells are sparse and small, which makes the
count errors for Count-ception and Cell-Net higher. SAU-
Net [4] is a U-shape network with an attention module.
It encodes features with global information and also reused
the low-level details. Our proposed method is competitive
to it. For Adipocyte Cells, our proposed method performed
better than the two compared methods. The Adipocyte cells
varies in size and it is necessary to capture the features of
multi-scale cells. In our proposed method, we add an ASPP
in the context path to learn the multi-scale information and
made an excellent performance on Adipocyte Cells.

To further verify the superiority of our proposed model,
we compared the model complexity and inference time of
different models, as shown in Table 4. It can be observed that
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our proposed model has the fewest parameters and GFLOPs.
Though Count-ception has fewer parameters than SAU-Net,
the GFLOPs is higher. It is because there is no pooling
operation, which increases the computational overhead. We
ran these models on a Tesla T4 GPU and an i5-7300HQ CPU
@2.5 GHz, respectively. We recorded the time the model
predicting a whole testing set and the inference time is aver-
aged process time per image. The proposed model achieved
promised inference speed, especially on CPU. The input data
size of VGG Cells testing set is the largest and our proposed
time only spent 14.6ms to count an image on average, which
outperformed the other two state-of-the-art methods.

To evaluate the generalization of our proposed cell count-
ing model, we also trained the proposed model on pedes-
trian data and reported the count accuracy. Table 5 shows
the comparison results on Shanghaitech Part-B. MCNN [1]
is a three-column network and each column has a differ-
ent receptive field. DecideNet [2] ensembles a detection
network and a regression network to respectively handle
sparse scenes and dense scenes, and incorporates an attention
module to be adaptive to the scene with varying densities.
MMCNN [8] has a similar multi-column network to MCNN
but with multi-scale input to extract effective features, and
it is assigned a density level classification task and a seg-
mentation task to refine the estimated density map. Both
MRA-CNN [47] and CAT-CNN [9] take a density level clas-
sification task as an auxiliary task to help boost the density
map estimation and use an attention map to guide the network
focus on head regions. HA-CNN [10] segments foreground
and background with supervision to enhance the foreground
regions and fuses multi-scale features from different layers.
These multi-task networks achieved state-of-the-art accuracy.
However, our proposed method is easier to be optimized and
performed competitively.

Fig. 6 displays the estimated density maps for four datasets.
There are the testing samples from VGG Cells, MBM Cells,
Adipocyte Cells, and Shanghaitech Part-B from top to bot-
tom, respectively. The first column lists the testing image.
The second column and the third column show the ground
truth of the density maps and the estimated density maps,
respectively.

E. ABLATION STUDY

In this section, we demonstrate the ablation experiments on
Adipocyte Cells to validate the effectiveness of the detail
guide module, the feature fusion module, and the refinement
module.

1) DETAIL GUIDE VS. NONE DETAIL GUIDE

To extract more helpful detail information, we use the high-
level feature maps from detail path to guide the low-level
feature maps. The high-level feature maps contain more
semantics that is closer to the counting task. Therefore, it can
guide the generation of details. Table 6 shows the comparison
results. Without the detail guide module, the count error on
Adipocyte Cells is increased from 10.6 to 10.9. We also
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FIGURE 6. Visualization of estimated density maps for four datasets samples.

TABLE 4. The model complexity and inference time of different models.

P VGG Cells MBM Cells Adipocyte Cells
Method arams
M) GFLOPs GPU(ms) CPU(s) GFLOPs GPU(ms) CPU(s) GFLOPs GPU(ms) CPU(s)
Count-ception [21] 0.9 170.0 29.9 1.47 225.0 45.1 1.83 69.6 12,6 0.60
SAU-Net [4] 2.19 20.0 15.3 023 27.3 39.6 032 6.8 7.1 0.07
The proposed method ~ 0.39 11.4 14.6 0.17 15.5 58.6 029 4.1 9.5 0.07

display visual explanations of each stage detail feature map
and the guided detail feature map in Fig. 7, where the name
of each feature map has been indicated in Fig. 1. Due to the
complexity of texture, the MBM Cells, the Adipocyte Cells,
and the Shanghaitech Part-B are discussed. As the layer gets
deeper, the features become gradually semantic from Fgeqi; 1
to Ferail 4. After the combination of Fyeyir 1, Ferail 2, and
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Fetail_a, the low-level feature maps include more semantics
and the individuals can be located well, as Fgyize_1. explains.

2) FEATURE FUSION VS. SIMPLE FEATURE FUSION

We design a feature fusion module to connect the detail path
and the context path effectively. As the comparisons, we com-
bined the detail feature maps and the context feature maps
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MBM Cells

Adipocyte Cells

Ferait_1

Shanghaitech Part-B

Fuide 1

FIGURE 7. The visual explanation of different feature maps.

by a simple operation, e.g., addition or concatenation, and
merged them with a 3 x 3 depthwise separable convolution.
Table 7 displays the comparison results and demonstrates the
superiority of the feature fusion module.

3) REFINEMENT VS. NONE REFINEMENT
Different from traditional low-level feature maps reusing,
we reuse the guided feature maps at each convolution layer to
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refine the feature maps. To validate its effectiveness, we have
tried different reusing strategies, as Table 8 shows. First,
we only reused the guided feature maps once and it performed
not well. Then we tried to add more convolution layers to
boost feature representation. However, it did not improve
much. Next, we reused the guided feature maps for different
times and the comparison results illustrate that the twice
performed best. In Fig. 7, it can be observed that the locations
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TABLE 5. Comparison results on Shanghaitech Part-B.

Method MAE RMSE
MCNN [1] 264 413
DecideNet [2] 20.8 29.4
MMCNN [8] 185 293
MRA-CNN [47] 11.9 21.3
CAT-CNN [9] 11.2 20.0
HA-CNN [10] 8.1 13.4

The proposed method  12.6 21.3

TABLE 6. Detail guide vs. none detail guide.

Method MAE -+ std
Method w/o detail guide module 10.9+£0.3
Method with detail guide module 10.61+0.3

TABLE 7. Feature fusion vs. simple feature fusion.

Method MAE + std
Method with concatenation operation 11.6+£0.8
Method with addition operation 11.34+0.6
Method with feature fusion module 10.6 £0.3
TABLE 8. Refinement vs. none refinement.

Method MAE =+ std

Reuse once 11.24+0.6

Reuse once with 1 Conv layer 11.2+£0.5

Reuse once with 2 Conv layers 11.1£0.2

Reuse three times 11.0£0.3

Reuse twice 10.6+0.3

of individuals provided by the guided feature maps (Fguide_1)
are preserved well and helped provide a fine-grained density
map.

V. CONCLUSION

In this paper, we proposed a cell counting network with two
paths. The detail path aims to provide the location informa-
tion and the context path encodes the semantic information.
First, we leveraged the high-level feature maps to guide the
low-level feature maps to make the cell regions focused.
Then, we designed a feature fusion module to connect the two
paths efficiently. Finally, we suggested reusing the guided
detail feature maps at each convolution layer, which can boost
the counting performance. Experiments on various datasets
and the ablation study demonstrated the effectiveness of our
proposed cell counting network.
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