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ABSTRACT Face expression recognition is a key technology of robot vision, which can help the robotic
understand human emotions. However, interference from the real-world, such as light changes, face
occlusion, and pose variation, reduces the recognition rate of the model. To solve above problems, in this
paper, a novel deep model is proposed to improve the classification accuracy of facial expressions. The
proposed model has the following merits: 1) A pose-guided face alignment method is proposed to reduce
the intra-class difference, which can overcome the impact of environmental noise; 2) A hybrid feature
representation method is proposed to obtain high-level discriminative facial features that achieves better
results in classification networks; 3) A lightweight fusion backbone is designed, which combines the
VGG-16 and the ResNet to achieve low-data and low-calculation training. Finally, to evaluate the proposed
model, we conduct a series of experiments on four benchmark datasets, including the CK+, the JAFFE,
the Oulu-CASIA, and the AR. The results show that the proposed model achieves state-of-the-art recognition
rates, that is, 98.9%, 96.8%, 94.5%, and 98.7%, respectively. Comparing with the traditional methods and
other advanced deep learning methods, the proposed model can comparable performance in a variety of

tasks.

INDEX TERMS Face expression recognition, deep learning, hybrid features, VGG, ResNet.

I. INTRODUCTION

Facial expression recognition is a key technology of robotic
vision and aims to accurately classify various expressions [1].
This technology is wildly used in many actual applications,
such as abnormal behavior detection, game entertainment,
and film and television creation [2], [3]. In most works,
researchers focus on six kinds of facial expressions, including
“Anger”, “Disgust”, “Fear”, “Happiness”, “Sadness”, and
“Surprise”.

The typical face expression recognition system (as shown
in Figure 1) consists of four aspects, that is, face detec-
tion, face alignment, facial feature extraction, and classifica-
tion [4], [5]. In this process, both face alignment and feature
extraction are the key steps for classification performance.
Especially, the recognition of the expressions collected in a
complex environment achieves a lower accuracy because of
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pose variation and perspective transformation. Hand-crafted
features (used in traditional methods) cannot achieve satis-
factory results in most tasks with severe interference [6], [7].
Motivated by the success of Convolutional Neural Networks
(CNNs), many state-of-the-art deep learning methods are
proposed for face expression recognition and the recognition
effect is better than traditional methods. CNN-based models
can automatically model and learn the abstract features of the
facial object because of the neural network structure, so these
models can achieve better results in the real-world appli-
cations [8], [9]. More typical CNN-based face expression
recognition models are described in details in the related work
section, and some novel face recognition related technologies
are shown as follows. For example, a deep learning strategy
is proposed for partially occluded face recognition, such as
wearing a mask [10]. Note that due to the COVID-19 pan-
demic, there are more scenes of people wearing masks, so this
is a recent hot research area [11]. Similar works include
the PAD model [12], the MFDD/RMFRD datasets [13], and
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FIGURE 2. Structure of the proposed model.

a hybrid model [14]. A CNN-based low power processor is
proposed for mobile-based face recognition [15]. The novel
co-mining strategy is proposed for the noisy labels training,
which can significantly improve the training and modeling
capabilities of deep models [16].

However, the pervious methods have several limitations.
First, the effect of the face recognition model in an uncon-
strained environment is not ideal. Generally, in this environ-
ment, the facial expression of the same person looks different
due to environmental factors, such as occlusion, lighting
changes, and posture changes. Second, misclassification of
similar expressions caused by in-class similarity and data
noise. Third, the training process of the deep model relies on
a large number of samples and computational cost. Addition-
ally, some neutral expressions or differentiated expressions
(every participant has his own emotional expression) bring
challenges, such as “‘contempt’ and “‘disgust”’. Even manual
classification of such expressions can also cause misclassifi-
cation. To solve above problems, our ideas are described as
follows:

o Design a face alignment method to reduce the intra-
class difference and correct the background noise,
which can overcome the influence of light changes and
occlusion.

« Extract highly discriminative facial features to increase
the discrimination of similar expressions, which can
reduce misclassification.

o Design a lightweight backbone to make training easier
and reduce the cost of calculations.

In the paper, we propose a new facial expression recogni-

tion model based on deep learning to reduce the intra-class
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difference and improve recognition accuracy, as shown
in Figure 2. The main idea is to propose a novel face align-
ment method to overcome challenges from the real world,
such as lighting variation, background noise, and target occlu-
sion. Next, considering that intra-class similarity can cause
misclassification, we propose an effective hybrid feature
representation method to obtain more discriminative facial
features. The proposed model has the following notable prop-
erties: 1) The pose-guided face alignment method can adap-
tively finish the template generation and matching, which is
better than the methods of hand-crafted designing templates;
2) The proposed feature extraction method can obtain high-
level facial representations and retain more distinguishing
features; 3) The proposed deep model cannot require a lot
of training samples to get the optimal number of templates;
4) The proposed model is easier to converge and reduces
training time.

The main contributions of the paper are summarized as

follows:

o We propose a new pose-guided face alignment method
to adaptively conduct target template matching pro-
cess, in which three key steps are included. This
method can reconstruct the 3D face structure and reduce
the intra-class difference to eliminate the influence of
noise.

« We propose an effective feature representation method
to generate high-level semantic features, which can dig
deep into the intra-class similarity to improve the recog-
nition accuracy of facial expression classification.

o We re-design a deep model by introducing the Resnet
to replace the part of the VGG, which can improve the
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modeling effect of the proposed method on high-level
facial features and reduce the computational cost.

« We conduct a series of experiments on four benchmark
datasets, including ablation studies, parameter selecting,
and comparison analysis. The results show that the pro-
posed model achieves state-of-the-art performance and
outperform the traditional methods and deep learning
models.

The remainder of the paper is organized as follows.
In Section 2, the related work is described in details, includ-
ing the face alignment method and the feature extraction
method. Section 3, the proposed model is introduced in
details. In Section 4, a series of experiments are conducted
and the results are discussed. Section 5 concludes the work
and gives further study direction.

Il. RELATED WORK

A. FACE ALIGNMENT

Face alignment, normally, consists of two main research
directions, that is, template-based methods and STN-based
methods. In the previous works, face alignment related mod-
els are proposed based on the active appearance technology,
such as the ASM and the AMM [17], [18]. Motived by the
success of the cascaded pose regression, many state-of-the-art
models are proposed to learn vector regressors to infer land-
marks from input face images. Typical models are introduced
as follows: 1) A CNN-based model is proposed to effective
model the whole facial expression without the requisition of
accurate initialization and face detection, in which the con-
volutional aggregation of local evidence is the main contri-
bution [19]; 2) A novel facial recognition system is proposed
by introducing the robust cascaded pose regression that can
achieve better performance in a complex environment [20];
3) A unified model is designed for face detection, pose esti-
mation and landmark estimation for chaotic images in the
real-world, which is better than the Google Picasa [21]. These
models have poor generalization ability for invisible images
and low training efficiency, and cannot achieve satisfactory
performance in challenging real environments.

With the development of deep learning, many deep models
are proposed for face alignment and achieve state-of-the-art
performance. The release of a large number of annotated
face tagging data sets has greatly promoted the development
of face alignment technology. Most face alignment methods
based on deep learning complete face target alignment during
training and testing. Typical deep models are described as
follows: 1) An end-to-end deep model is proposed, and both
prior knowledge-based facial landmarks and artificial-based
geometric transformations are not required in the modeling
process [22]; 2) To make reasonable use of the intra-class
similarity, an angular Softmax-based model is proposed that
has strong robustness and generalization, and it is intro-
duced by many models [23]; 3) The ArcFace is proposed for
large-scale face recognition based on Deep-CNN, and it is
evaluated on ten benchmark datasets and achieves state-of-
the-art results [24]; 4) The LMCL method is proposed and

VOLUME 9, 2021

applied in the area of the center of face recognition, which
is an extension of the center loss, large margin Softmax,
and angular Softmax [25]. Due to easy implementation and
strong performance, in this paper, the template-based method
is utilized for the design of the proposed face alignment mod-
ule. Moreover, pose-invariant is also a challenge for facial
analysis, and the details can be seen in work [4]. To solve this
problem, recently, many state-of-the-art works are proposed,
such as [26]-[29], and [30].

B. FEATURE EXTRACTION

Feature extraction is a key technology in the study of facial
expression recognition, the focus is on extracting key facial
expression features from facial images and inputting them
into the classifier to recognize different facial expressions.
In the previous works, many studies focus on the hand-crafted
features, including appearance, geometry, and movement fea-
tures. Many typical works are proposed to represent the whole
facial expression by extracting global and local information,
such as the HOG, the pixel intensity, and LBP [31]-[33].
However, these features are more representative of global
features, ignoring local features where expression changes
are highly correlated, such as eyes, nose, and mouth. Next,
many state-of-the-art methods are proposed by introducing
the hybrid features. For example, a MTSL framework is
designed to distinguish similar expressions, a multi-modal
learning scheme is proposed to extract the texture and
landmark features, a LCRF model is proposed to auto-
matically recognize complex facial expressions [34]-[36].
However, hand-crafted-based facial recognition methods
cannot achieve ideal results in complex and changing actual
scenes. Recently, transfer learning technology is utilized to
help model training. This enables the facial recognition sys-
tem to obtain better performance with low training costs,
such as in [37].

In recent years, the deep learning technique is widely used
in the area of pattern recognition, computer vision, and image
processing. Hence, many deep learning methods are proposed
for facial expression recognition and achieve state-of-the-art
results. Many deep networks are very effective for key feature
extraction, such as the EmotiW, the DBNs, the AUDN:sSs,
the E3D-LSTM, 3D-MM, and the D-ConvLSTM [38]-[43].
Deep learning-based models focus on the following research
aspects: 1) Improve the deep model by re-designing the net-
work structure and random weight initialization; 2) Mining
more discriminative facial features; 3) Reduce the depen-
dence of the deep model on a large number of data samples;
4) Publish datasets that have high-quality labels and are col-
lected under actual world.

Ill. PROPOSED METHOD

A. FACE ALIGNMENT

For face alignment, in this sub-section, three key steps are
included, that is, target pose estimation, templates generation,
and target matched. Motived by the study of face features
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The input samples

FIGURE 3. Schematic process of template generation.

positing, like in [44], [45], and [46], the novel face alignment
method is proposed.

Because of the three-dimensional structural characteristics
of the face target in space, first, the compensate module is
designed for yaw variations. We mainly focus on three parts
of the face, that is, the center of eyes, the corners of mouth
and the tip of nose. A cascaded CNN is utilized to map
2D features into 3D space to restore the key representation
of the face in the real scene. The above key 2D points are
denoted as Lyp = (xx, Y ), the corresponding 3D points are
denoted as L3p = (xk, Yk, zx ), and the transformation process
between the 2D and the 3D is shown as in (1). Where w is the
weight, tr(A) is the mapping matrix, and R33 is the face pose
matrix

Lip =w - tr(A) - R3x3 - Lap ()

Next, for the template generation process, the key
challenge is to mitigate the impact of the intra-class similarity,
which is caused by the inappropriate number of templates.
Hence, in this work, an effective template generation module
is proposed to obtain the optimal number of templates that
can eliminate the intra-class similarity and retain enough
useful information. Note that too many templates can lead
to misclassification due to the intra-class similarity, while too
few templates can lead to the inability to obtain discriminative
features. Typically, the single-template-based methods are
utilized in the previous works. Considering the improve-
ment of the adaptive ability of the proposed model, in this
work, the pose-guided-based method is designed to output
the final templates, in which a large number of samples
can be used to cover as many face samples as possible.
We also eliminate redundant samples based on angular
symmetry to improve the training speed of the proposed
model.

Our main idea is to adaptive obtain the optimal number
of templates (V) to balance clustering and data partitioning.
Divide a large number of samples into several categories
based on the intra-class similarity, and then select the most
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representative templates in each category. The schematic dia-
gram is shown in Figure 3 and the process is shown in (2).
Where D is the set of all the clustering centers, P; is the
pose obtained from the pose estimation, K — means is the
common clustering function. The best value of N can be
obtained by the training process. Note that other traditional
methods are utilized to obtain the final clustering results, but
the K — means method can achieve the best results with a
large number of samples.

N
D= ZK — means(P;) 2)
i=1

After the above process, we assign the best alignment
template for each sample. First, the facial key points proposed
above are used as the main matching feature. Then, the pose
estimation results are used to locate the face target pose.
Finally, the pose-guided method is used to select the optimal
templates. The best template selection process is shown in (3).
Where T denotes the final selected template, x denotes the
face target, and #; denotes the recommended template. After
determining the best template, the input face sample can be
aligned to the template by the transformation matrix (t(7)),
as shown in (4). Where 6, is the pose rotation matrix, it is
determined by the target rotation angle and the translation
vector.

N

T = Z arg min (x — t,~)2 3)
N

tr(T) =) argmin||§; — T, 4
t

B. FEATURE EXTRACTION

After the face alignment process, more discriminative fea-
tures should be obtained for effective classification. In this
sub-section, a novel hybrid feature representation is proposed
to obtain more useful information, in which the pyramid
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TABLE 1. Description of the used datasets.

Name Subjects Samples Expressions  Specialties

CK+ 123 593 8 Tllumination variation, Pose variation

JAFFE 10 213 7 Illumination variation, Pose variation

Oulu-CASIA 80 10800 6 Illumination variation, Pose variation

AR 126 4000 13 Tllumination variation, Pose variation, face occlusion

histogram orientation gradient method (PHOG), the edge his-
togram descriptor (EHD), and the local binary pattern (LBP)
are included. Our main idea is to connects the above three
algorithms in series to enhance the discrimination of facial
features. First, the Canny detector is utilized to detect the edge
of the image, and then to divide into pyramid level spatial
grid. To estimate the edge contour, a Sobel mask is also uti-
lized, in which the gradients are merged at each pyramid level.
Next, the EHD is used to calculate the edge feature descriptor,
where each image is converted into the corresponding gray
format. It is divided into 4 x 4 blocks to get the percentage
of pixels corresponding to the edge histogram, and then both
the local and global histogram values are stored in the feature
vector of each image. Finally, the LBP is utilized to convert
each input image into an integer label array describing the
small-scale appearance of each target. The LBP can describe
the texture associated with each image, in which each pixel
has the corresponding label. The LBP is also used to mark
the center of the key points, and then the differences are cal-
culated. In this process, when the difference value is greater
than 0, it is denoted as 1, otherwise, it is 0.

C. CLASSIFICATION
After obtaining more discriminative features, we design a
deep network for feature classification and output the final
recognition results. To balance the speed and the accuracy,
a fusion network is proposed, in which both the VGG-16 and
the ResNet are included.

The structure of the classification network is shown as
follows: 1) In the Convl1, the input size is 256 x 256 x 1 and
the kernel size is [7 x 7, 64]; 2) In the Conv2_X, the input size

. .| 3x3,64 )
is 64 x 64 x 64 and the kernel size is |:3 ><3,64j| x2;3) In

the Conv3_X, the input size is 64 x 64 x 64 and the kernel

.. |3x3,128 ) . .
size is |:3 % 3, 1281| X 2; 4) In the Conv4_X, the input size

is 32 x 32 x 128 and the kernel size is |:3 x 3, 256i| X 2;

3 x 3,256

5) In the Conv5, the input size is 16 x 16 x 256 and the
kernel size is [3 x 3, 512]; 6) In the Conv6, the input size is
8 x 8 x 512 and the kernel size is [3 x 3, 1024]; 7) In the
Conv7, the input size is 4 x 4 x 1024 and the kernel size is
[3 x 3,2048].

Note that the samples in the CK+ dataset are used as the
input, and the input size is 256 x 256 and the output expression
category is 8. The designed network has the following met-
rics: 1) Better ability to adapt to high-dimensional functions;
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2) Obtain more advanced semantic features; 3) Fewer training
parameters.

D. TRAINING

For the proposed model training, we focus on two parts, that
is, the template generation (denoted as L; ) and the target
matched (denoted as L, ). First, both the intra-class difference
(denoted as /1 1(i) ) and the artifact of the face target (denoted
as [12(i) ) are the key factors for the performance of the tem-
plate generation. The loss function is shown in (5). Second,
the optimal number of the templates is the key factor for the
proposed model. the Elbow function is utilized as the loss
function, as shown in (6). Where /5 ; denotes the loss function
of the cluster center point, /5> denotes the loss function of
the mean of all input samples. Additionally, the mini-batches
are 256 in the stochastic gradient descent process, the initial
learning rate is set as 0.1, and the range of the fine-tuning
learning rate is 0.003 to 0.001.

N
Ly = argmin ) (711G) + 12()) )
i=1
N

P
Ly=Y"Y lbi—bal? (6)

i=1 j=1

IV. EXPERIMENT AND DISCUSSION

A. DATASETS AND EXPERIMENT SETTINGS

1) DATASET

Following the state-of-the-art works, we evaluate the propose
model on four benchmark dataset (as shown in Table 1),
that is, the CK+ dataset, the JAFFE dataset, the Oulu-
CASIA dataset, and the AR dataset [47], [48]. The details are
described as follows: 1) 593 sequence samples are included
in the CK+ dataset that consists of eight types of face
expressions, and 123 participants completed these samples;
2) The JAFFE dataset consists of 213 samples finished by
10 females, and it includes seven types of facial expres-
sions; 3) 10800 samples (six types of facial expressions)
are collected in the Oulu-CASIA dataset, and these samples
are finished by 80 participants; 4) The AR dataset consists
of 4000 samples completed by 126 participants, and more
challenges are included in the dataset, such as different light-
ing, different background, and face occlusion. Note that the
data augmentation method is utilized in the training process to
increase the training samples which is the common operation

in most works, and it aims to let the model “‘see’” more
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TABLE 2. Results of the ablation study on the CK+ dataset.

The proposed model (CK+)

Component

Accuracy(%) 989 915 954 91.1 876 882

\
| 1 2 3 4 5 6
Face alignment v v v v v
PHOG v v v v
EHD v v v v
LBP v v v v
VGG-16 v
Fusion network v v v v v
|

TABLE 3. Results of the ablation study on the JAFFE dataset.

The proposed model (JAFFE)

Component

96.8 90.7 941 895 873 847

\
|1 2 3 4 5 6
Face alignment v v v v v
PHOG v v v v
EHD v v v v
LBP v v v v
VGG-16 v
Fusion network v v v v v
|

Accuracy(%)

The proposed model (Oulu-CASIA)

\

Component ‘ 1 2 3 4 5 6
Face alignment v v v v v
PHOG v v v v
EHD v v v v
LBP v v v v
VGG-16 v
Fusion network v v v v v
Accuracy(%) | 945 913 917 886 853 858

challenging samples because more samples are rotated and
tilted.

2) EXPERIMENT SETTINGS

The proposed model is conducted under Python 3.6,
TensorFlow-GPU 1.11.0, Keras framework, NVIDIA
GeForce RTX-2060 GPU (8 GB), 16GB memory, and Ubuntu
16.04 OS system.

B. ABLATION STUDY
In the sub-section, we evaluate the different designs of
the proposed model by conducting a series of ablation
experiments on four datasets. Note that the main contri-
butions of this paper are the face alignment method and
the hybrid feature representation method, so the following
experiments and discussion are structured around two main
contributions.

On the one hand, the different designs of the proposed
model are shown as follows: 1)The PHOG is utilized for
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TABLE 5. Results of the ablation study on the AR dataset.

The proposed model (AR)

Component

| 1 2 3 4 5 6
Face alignment v v v v v
PHOG v v v v
EHD v v v v
LBP v v v v
VGG-16 v
Fusion network v v v v v
Accuracy(%) ‘ 98.7 887 952 873 864 852

feature extraction, named PHOG; 2) The EHD is applied to
extract features, named EHD; 3) Use the LBP for feature
extraction, named LBP; 4) Apply the VGG-16 to model
the features, named VGG-16; 5) Use the proposed fusion
deep model to learn features, named Fusion network; 6) The
model is designed by introducing the face alignment module,
named Face alignment. Four groups of experimental results
are shown in Table 2,3,4, and 5, and “v"”’ denotes the model
includes the corresponding module. As shown in the tables,
comparing Group 1 and 2, it can be seen that the model
with the face alignment module can significantly improve
the recognition rate. Especially for the CK+ dataset and the
AR dataset, the recognition rate has increased by 7.4% and
10%, respectively. Comparing Group 1 and 3, the results
show that the proposed fusion deep model can also improve
the classification rate, and the recognition rates in the four
datasets have increased by nearly 3%. Comparing Group 1,
4, 5, and 6, it can be concluded that the proposed hybrid
feature representation method can obtain more discriminative
features that can improve the performance of the model, and
the recognition accuracies in the four data sets have improved
by nearly 10%.

To further show the effect of the main contributions,
next, the comparison results of various designs are shown
in Figure 4. Where the red histogram denotes the results of
the proposed model and the green histogram denotes the
results of the model without the face alignment module. It can
be clearly seen that the introduction of the face alignment
module can greatly improve the recognition rate of the model
on the four datasets, and the design of the hybrid feature
representation is also better than other feature extraction
methods.

On the other hand, a key parameter critical to model
performance in the work, that is, the number of tem-
plates generated N. First, following the state-of-the-art works
[44] and [49], we set the number of the templates is 1 to 9.
Next, we conduct a series of tests on four datasets, as shown
in Figure 5. Since the scale of the datasets is not very
large, the process is not time-consuming. It can be seen
that when N=5, the model has the best recognition rate
on the four datasets. Normally, a small number of tem-
plates can result in the inability to obtain high-level semantic
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TABLE 6. AR dataset.

Basic expression\ Pose variation

Illumination\Pose variation

Face occlusion\ Pose variation

1.Neutral expression 5.Left light on
2.Smile 6.Right light on
3.Anger 7.All side lights on
4.Scream

9.Wearing sun glasses and left light on
10.Wearing sun glasses and right light on
12.Wwearing scarf and left light on

8.Wearing sun glasses

9.Wearing sun glasses and left light on
10.Wearing sun glasses and right light on
11.Wearing scarf

12.Wearing scarf and left light on
13.Wearing scarf and right light on

13.Wearing scarf and right light on

98

H N AN

90

Accuracy (%)

86
84
82
80

()
w
IS

5 6 7
N

o
©

~e—CK+ —e—=JAFFE Oulu-CASIA AR

FIGURE 5. Classification performance varies with the N on four datasets.

features, and a large number of templates can lead to more
misclassifications.

C. QUANTITATIVE ANALYSIS

In the sub-section, we quantitatively evaluate the performance
of the proposed model by comparing the classification accu-
racy of each expression. First, the confusion matrixes are
shown in Fig., including the results on the CK+ dataset
(Figure 6(a)), the results on the JAFFE dataset (Figure 6(b)),
and the results on the Oulu-CASIA dataset (Figure 6(c)). For
the CK+ dataset, the proposed model achieves a recognition
rate of more than 90% for all facial expressions, especially
for “Happy” and “Surprise”, the recognition rate is close
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to 99%. The recognition rate of the “Disgust” is not as
high as others because it is similar with the “anger” and the
“sad”. The “Contempt” is an unstable emoticon, and there is
a certain chance of misclassification during manual classi-
fication. For the JAFFE dataset, it has one less expression
than the CK+ dataset, that is, the “Contempt”. We also
achieve satisfactory recognition rates for all facial expres-
sions. The lower recognition rate shows in the “Disgust”
and the “Fear”, that is, 90.7% and 90.5%, respectively. This
is because both express “bad” emotions and are prone to
misclassification. The Oulu-CASIA dataset consists of six
types of basic facial expressions, and the similarity between
these expressions is higher than the expressions in other
datasets. Misclassification of the “Disgust” is more likely
to occur. Next, considering the challenge of the AR dataset,
that is, illumination variation, pose variation, and face occlu-
sion, we divide it into the following categories (as shown
in Table 6), and the recognition rate of each expression is
shown in Figure 7.

D. COMPARISON WITH STATE-OF-THE-ART WORKS

1) COMPARISON

In the sub-section, we compare the results of the proposed
method with other state-of-the-art results. For a fair com-
parison, note that the experimental settings in this sub-
section follow the introduction listed in [50] and [51]. For
the CK+ dataset and the JAFFE dataset, both traditional
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Anger
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Anger
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1.1

2.1

Happy 1.9
Sad 2.3 5.8
Surprise | 2.4 1.7 1.8
(c) Oulu-CASIA dataset
FIGURE 6. Confusion matrixes of three datasets.

TABLE 7. Comparison results on the CK+ dataset. TABLE 8. Comparison results on the JAFFE dataset.
Methods Types Accuracy(%) Methods Types Accuracy(%)
Hsieh et al. [52] Traditional 94.7 Milakar et al. [53]  Traditional 87.82
Milakar et al. [53]  Traditional 95.64 Happy et al. [54] Traditional 91.79
Happy et al. [54]  Traditional 97.09 Siddiqiet al. [55] Traditional 96.33
Siddigiet al. [55] Traditional 96.83 Uccar et al. [56] Traditional 94.65
Uccar et al. [56] Traditional 95.17 Aly etal. [57] Deep learning 8732
Aly et al. [57] Deep learning ~ 88.14 Rivera et al. [58] Deep learning ~ 88.75
Rivera et al. [58] Deep learning  91.51 Lopes et al. [59] Deep learning ~ 88.73
Lopes et al. [59] Deep learning  93.68 Zhang et al. [35] Deep learning  91.48
Zhang et al. [35] Deep learning ~ 95.12 Yang et al. [50] Deep learning  92.21
Yang et al. [50] Deep learning ~ 97.02 -

Saiyed et al. [60]  Deep learning ~ 97.69 Proposed Deep leaming ~ 96.8
Proposed Deep learning  98.9

models and deep learning-based models are considered for
comparison, the results are shown in Table 7 and 8. The
proposed model outperforms the traditional methods (hand-
crafted feature) and the recognition rate is higher than most
state-of-the-art deep learning-based models, especially the
recognition rate has increased to 98.9% (CK+) and 96.8%
(JAFFE). CK+: It is 1.21% higher than the traditional
methods and 1.88% higher than the deep learning-methods.
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JAFFE: Compared with the traditional methods and deep
learning-based methods, it has increased by 0.47% and
4.59%, respectively. Since the Oulu-CASIA and AR datasets
are challenging, we only consider the deep learning methods
for a comparison. In the [50] and [64], a lot of works are con-
ducted and multiple sets of experimental results are obtained.
It can be seen that the proposed model outperforms state-of-
the-art models in terms of the recognition accuracy, that is,
94.5% (Oulu-CASIA) and 98.7% (AR), respectively.
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TABLE 9. Comparison results on the Oulu-CASIA dataset.

Methods

Aly et al. [57]
Rivera et al. [58]
Lopes et al. [59]
Zhang et al. [35]
Yang et al. [50]
Yang et al. [50]
Yang et al. [50]
Yang et al. [50]

Types Accuracy(%)

Deep learning  84.21
Deep learning  85.18
Deep learning  86.42
Deep learning  87.88
Deep learning  87.3

Deep learning ~ 86.73
Deep learning ~ 85.52
Deep learning ~ 92.89

Proposed Deep learning  94.5

TABLE 10. Comparison results on the AR dataset.

Methods Types

Deep learning  92.4
Deep learning  94.8
Deep learning  94.9
Deep learning ~ 94.5
Deep learning  89.4
Deep learning  91.8
Deep learning  92.6
Deep learning  98.4

Accuracy(%)

Dezfoulian et al. [61]
Chang et al. [62]
Munteanu et al. [63]
Munteanu et al. [63]
OLOYEDE et al. [64]
OLOYEDE et al. [64]
OLOYEDE et al. [64]
OLOYEDE et al. [64]

Proposed Deep learning  98.7

99

()8 .
97
96
95 r
94 r
93
92
91 r
90
1 2 3 4 5 6 7 8 9 10 11 12 13

Facial expressions

Accuracy (%)

FIGURE 7. Recognition rate on the AR dataset.

2) DISCUSSION

The comparison results show that the proposed model can
significantly improve the accuracy of facial expression clas-
sification. The main advantage of the proposed model is fully
using the face alignment method to mitigating the impact of
environmental noise, including illumination change, posture
change, and target occlusion. Next, the proposed hybrid fea-
ture representation method can obtain more discriminative
features. Hence, the proposed model can effectively distin-
guish similar expressions, such as the “Disgust” and the
“Fear”, due to the rational use of the within-class similar-
ity. For expressions that cannot be accurately distinguished
by human prior experiences, such as the *“Neutral” and
the “Contempt”, the proposed model can also effectively
classify, due to the highly discriminative facial features and
effective classification network.

V. CONCLUSION

In this work, we propose a deep model for face expres-
sion recognition based on deep learning. First, we proposed
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a novel face alignment method that consists of target pose
estimation, templates generation, and target matched. This
method aims to reduce the intra-class difference to improve
the recognition performance. Next, we propose an effective
feature extraction module to obtain key semantic information
to reduce the intra-class similarity. After that, a lightweight
backbone is designed to train model with low computational
and low data.

In future works, we will focus on real-time face expres-
sion recognition in videos and design a more concise net-
work. Furthermore, we will research a model for occlusion
robust face recognition, especially for mask face detection
and recognition and collect a face expression dataset in a more
challenging real-world scenario.
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