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ABSTRACT This study analyzes the relationship between the housing and stock markets, focusing on
housing market bubbles. Stock market dynamics generally have a more significant impact on housing price
movements than housing market dynamics have on stock dynamics. However, if housing market information
is provided as a signal, housing price movements can predict stock market volatility. Accordingly, we build
a machine learning-based early warning system (EWS) for the housing market using a long short-term
memory (LSTM) neural network. Applying the generalized supremum augmented Dickey-Fuller test to
extract the bubble signal in the housing market, we find that the signal simultaneously detects future changes
in the housing market prices and future stock market volatility, and our EWS effectively detects the bubble
signal. We confirm that the LSTM approach performs better than other benchmark models, the random forest
and support vector machine models.

INDEX TERMS Early warning system, housing market bubble, long short-term memory, machine learning,
stock market volatility.

I. INTRODUCTION
Housing market bubbles are widely recognized but present an
intractable risk [1], [2]. When speculation becomes rampant
based on investors’ expectations and sentiment, a bubble
forms in the housing market because the housing supply
is inelastic. Investors tend to ignore that a rise in housing
prices may be a bubble rather than an increase in housing’s
intrinsic value. In the Korean real estate market, housing
is historically preferred to other assets, as it offers higher
profitability compared to deposits and bears lower risk com-
pared to stocks [3], [4]. Because of the downward rigidity of
housing prices, housing is considered a stable investment [5].
Furthermore, the housingmarket supply is inelastic because it
usually takes more than several years to construct the houses.
Thus, the excess demand in the housing market is likely to
cause prices to continuously rise, likely to result in housing
market bubbles.

A housing market bubble indicates that the market is unsta-
ble owing to abnormally high housing prices. The collapse
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of a housing market bubble impacts the country’s economy,
including its financial market [6], [7]. The global financial
crisis triggered by the subprime mortgage crisis shows that
housing bubble bursting can spread throughout the financial
market, compounding its damage. Thus, housing market bub-
bles must be accurately predicted and effectively managed.
The Korean government’s real estate policy either accompa-
nies or lags behind economic fluctuations, which may be the
reason for its failure [8], [9]. Time-series models based on the
Box-Jenkins methodology, such as the autoregressive moving
average and autoregressive integrated moving average mod-
els, are the primary means of predicting time-series data. The
data stability and stationarity must be ensured for these mod-
els to obtain significant and meaningful estimates. However,
it is difficult to directly apply the classical time-series models
to the housingmarket because housing prices are unstable and
can be affected by various external variables, including real
estate policies [10].

One way to overcome these limitations and effectively
predict housing market bubbles is an early warning sys-
tem (EWS) [11]. We propose a new, effective EWS using
a long short-term memory (LSTM) neural network, a type
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of machine learning methodology. We define the signal for
a housing market bubble following Phillips et al. [12] and
predict the signal using the LSTMneural network. By demon-
strating the link between the EWS signal and financial market
volatility, we show that our system can serve as a comprehen-
sive EWS for the housing and stock markets.

The remainder of this paper is organized as follows.
Section II presents the theoretical background for this study,
including details on EWSs in the housing and financial mar-
kets. Section III constructs a housing market bubble signal
and evaluates whether the signal significantly predicts finan-
cial market volatility. Section IV develops the housing market
EWS using the LSTM neural network. Finally, Section V
summarizes and concludes the study.

II. BACKGROUND AND LITERATURE REVIEW
An EWS is designed to detect signals of a future crisis in
specific markets in order to proactively respond to the crisis.
The need to preemptively respond to crises has increased
since the Asian currency crisis in the 1990s, and so does
the research on EWSs, accordingly. Various studies suggest
approaches to construct effective EWSs. The primary meth-
ods used in the existing literature are the signal approach sug-
gested byKaminsky et al. [13] and the probit model presented
by Frankel and Rose [14]. The signal approach proposes a
model that constructs indicators using all available variables
and predicts the occurrence of a crisis based on whether
these indicators generate signals. The probit model seeks to
determine the conditional probability of a crisis based on the
relationships among a given set of variables and the likelihood
that a crisis will occur.

Current research on EWSs focuses more on financial
or banking crises [15]. Aldasoro et al. [16], for example,
construct early warning indicators using a combination of
debt variables and housing prices to signal banking crises.
However, the literature includes only a few early warning
models that focus on the housing market itself. Dreger and
Kholodilin [17] use several macroeconomic and financial
variables to construct an EWS for speculative housing market
bubbles. Ferrari et al. [18] test various early warning signals
for real estate-related banking crises.

Our study establishes a practical EWS for the Korean
housingmarket using an LSTMneural network.We develop a
dynamic EWS by integrating a crisis classifier and the LSTM
neural network. The LSTM neural network is proven to be a
state-of-the-art mechanism in the general financial forecast-
ing field [19]–[21], including the predictions of future stock
price [22]–[24] and volatility [25], [26]. Sezer et al. [27] sys-
tematically review the literature on financial forecasting with
deep learning during the period 2005–2019 and conclude that
models based on recurrent neural networks (RNNs), such
as LSTM and gated recurrent unit networks, are the most
commonly accepted models because they dominate in price
and trend predictions and are well adapted to all sorts of fore-
casting problems. To the best of our knowledge, this study is
the first to incorporate an LSTMneural network into an EWS.

Existing studies that design EWSs focus only on their
predictive power for the housing market, and no previous
study has examined whether early warning signals can also
indicate volatility in the financial market. Given that a finan-
cial crisis triggered by a housing market crisis has a ripple
effect, it is necessary to design an EWS that can simulta-
neously detect risk in both the housing and stock markets.
Although many studies show that the housing and financial
markets are significantly correlated, the findings regarding
the direction of causality are inconsistent. Empirically inves-
tigating Taiwan’s stock market, Chen [28] argues that the
stock market has a one-way causal effect on the real estate
market. Okunev et al. [29] analyze the dynamic relationship
between the U.S. property market and the S&P 500 stock
market and suggest an opposite conclusion. However, using
bubble signals, which are refined information, rather than
housing prices, can yield different results. Thus, this study
analyzes whether stock market volatility is asymmetric to an
EWS’s signals, which would suggest that the housing market
bubble can significantly explain stock market characteristics.

III. HOUSING MARKET BUBBLE AND STOCK MARKET
VOLATILITY
A. HOUSING MARKET BUBBLE
This section defines the housing market bubble signal for
building an EWS, using the housing market pressure index
(HMPI). HMPI consists of housing price indicators because
the housing market instability is observed through the hous-
ing price. This study’s housing price indicators include the
Korean housing sales price (KSI t ) and Chonsei price (KCI t )
indexes and the housing sales price (GSI t ) and Chonsei price
(GCI t ) indexes of Gangnam, Seoul.1 HMPI may be con-
figured in various ways using these variables; in this study,
HMPI is calculated as the maximum of the four variables.
This method is advantageous as HMPI may not be affected
even if a single indicator is excessively low. Accordingly,
HMPI in this study is defined as follows.

HMPI t = MAX{KSI t ,KCI t ,GSI t ,GCI t } (1)

An HMPI value above a certain level signals instability in
the housing market. This signal can be interpreted as a sign of
a housing bubble because it is highly likely to be followed by
a rapid fall in housing prices. Some studies define the occur-
rence of a crisis using the average and standard deviation

1Chonsei is a unique housing rental system in Korea. A tenant taking a
Chonsei contract normally pays a deposit lower than the housing price in
advance and gets the deposit back at maturity [30]. Unlike typical housing
rental systems in other countries, the tenant does not need to pay periodic
rental payments. In the Korean housing market, there are Chonsei contracts
as many as sales contracts, so Chonsei contracts are often included when
analyzing the housing market. Gangnam is a region in Seoul, Korea, famous
for Psy’s K-pop song ‘‘Gangnam Style.’’ It is also known for expensive real
estate prices with convenient transportation, shopping and business centers,
and elite schools and academies. Importantly, housing prices in theGangnam
region have triggered bubbles and co-movements in other regional housing
markets [31]. Many studies show that the rise in Korean housing prices
is triggered by the Gangnam housing market [32], implying the market’s
considerable influence in Korea’s real estate market. Accordingly, this study
uses variables from the Gangnam district to construct HMPI.
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over an entire period [33]. However, this metric only provides
a significant signal if the market pressure index is a stable
time series with no trend. In case the market pressure index
instead has a constant trend, then the market’s upward and
downward phases will have different characteristics. When
the mean and standard deviation of the data for an entire
period are employed, the threshold for determining instability
is extremely low (high) in the ascending (descending) phase.
Thus, it is difficult to distinguish the price increases caused
by market booms from those caused by bubbles. Therefore,
building an effective EWS requires constructing a short-term
comparative sample so that the system can capture the signals
of crises before they occur.

Following Hagemann and Wohlmann [10], we apply the
generalized supremum augmented Dickey-Fuller (GSADF)
test, which is based on the augmented Dickey-Fuller (ADF)
regressionmodel. TheADFmodel tests for a unit root process
within the time-series data. The GSADF test is the recursive
ADF test that examines whether the time-series data follow a
random walk (i.e., a unit root) or an explosive process, which
indicates a price bubble. The recursive ADF test regression is
estimated on rolling-window subsamples, where the starting
point, r1, varies from 0 to r2 − rw; the endpoint, r2, varies
from rw to 1. rw is the minimum subsample size. We set rw
equal to 20% of the full sample size. Thus, GSADF statistic is
defined as the supremum of ADF statistics from the starting
point, r1, to the endpoint, r2, as follows.

GSADF (rw) = sup
r2∈[rw,1]

r1∈[0,r2−rw]

{ADF r2r1 } (2)

The bubble period is estimated using the backward supre-
mum augmented Dickey-Fuller (BSADF) statistic. We obtain
a sequence of ADF statistics for every endpoint r2, and the
supreme value of each sequence yields the BSADF statistic.

BSADFr2 (rw) = sup
r1∈[0,r2−rw]

{ADF r2r1 } (3)

The origination date, r̂e, of the price bubble is defined as
the first observation date, whose BSADF statistic exceeds
the critical value cv at a given significance level α. The
termination date, r̂f , is the first observation date after the
origination date, whose BSADF statistic falls below cv.

r̂e = inf
r2∈[rw,1]

{r2 : BSADFr2 (rw) > cvαr2} (4)

r̂f = inf
r2∈[r̂e+log(T )/T ,1]

{r2 : BSADFr2 (rw) > cvαr2} (5)

The housing market bubble signal (HBS) is a dummy vari-
able that equals 1 for the period from the origination date
to the termination date and 0 otherwise. Figure 1 shows the
bubble signal in the housing market.

We use the regression model given by Equation (6) to
analyze whether HBS significantly affects future changes in
HMPI.

HMPIt+k = αk + βkHBSt + εk , ε ∼ N
(
0,σ 2

k

)
(6)

FIGURE 1. HMPI and HBS. Crisis periods determined by the HBS are
highlighted in red.

TABLE 1. Effect of HBS on HMPI.

Equation (6) shows the effect of HBS on HMPI after k
months. Table 1 (A) summarizes the estimated coefficient of
βk and the p-value for each time difference k = 1, . . . , 12.
In Table 1 (A), all of βk estimates are significantly positive,
and the βk estimate increases as the time difference increases.
Thus, after the signal (i.e., HBS = 1) appears, HMPI rises
rapidly. That is, HBS can detect bubbles in HMPI.
To robustly confirm this result, we estimate Equation (7),

where dHMPI is the first-differenced value of HMPI.

dHMPIt+k = ak + bkHBSt + ek , ek ∼ N
(
0,σ 2

k

)
(7)

As shown in Table 1 (B), the bk estimates are significantly
positive when k = 1, 2. It turns negative when k = 9 and
significantly negative when k = 11, 12. In summary, we can
conclude that HMPI increases rapidly after the origination
date (r̂e) and then the growth rate decreases after about a
year. In other words, HMPI quickly approaches close to a
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maximum after the origination date, and such movements
pose the risk of an imminent fall.HBS in this study, therefore,
is an appropriate indicator of instability in the Korean housing
market.

B. HOUSING BUBBLE SIGNAL AND STOCK MARKET
VOLATILITY
As discussed in Section II, many studies find that housing and
stock markets are significantly correlated. In general, prior
studies argue that the stock market’s impact on the housing
market is greater than that of the housing market on the stock
market.

In contrast to these studies, this section shows that risk sig-
nals in the housing market significantly impact stock market
volatility. IfHBS asymmetrically affects stock market volatil-
ity, then our EWS for the housingmarket can also detect some
risk signals in the stock market. Because significant damage
follows when a housingmarket crisis causes a financial crisis,
as in the case of the global financial crisis, our EWS can be
more helpful in responding to an economic crisis than other
existing EWSs are.

Because stockmarket volatility is not an observed variable,
we need to develop a separate volatility measure. We define
the monthly realized volatility as follows.

rtnd = ln (priced )− ln(priced−1) (8)

RVm =

√
1
T

∑T

d=1
rtn2d (9)

Equation (8) is the formula for the daily yield. The daily
rate of return (rtnd ) is calculated as the daily logarithm
return of the Korea Composite Stock Price Index (KOSPI)
200 index (priced ) from November 2004 to December 2019.
Equation (9) calculates the monthly realized volatility (RVm)
as the square root of the mean of the squared rtnd over the
month.

We use the bias test proposed by Engle and Ng [34] to
analyze the impact of instability signals in the housingmarket
on the calculated monthly volatility. We conduct a sign bias
test, a negative size bias test, a positive size bias test, and a
joint bias test, as described by Equations (10) through (13).
These tests are employed to confirm that the volatility is
asymmetric and reacts more sensitively to negative shocks.

sign bias test : ε2t = α + β·S
−

t−1 + et (10)

negative size bias test : ε2t = α + β · S
−

t−1 · εt−1 + et (11)

positive size bias test : ε2t = α + β · S
+

t−1 · εt−1 + et (12)

joint bias test : ε2t = α+β1 · S
−

t−1 + β2 · S
−

t−1 · εt−1

+β3 · S
+

t−1 · εt−1 + et (13)

εt is the residual, and S
−
t (S+t ) is a dummy variable equal to

one when εt < 0 (εt > 0). For Equations (10), (11), and (12),
we perform a t-test on the coefficient β and conclude that
the bias exists if the coefficient is statistically significant.
For Equation (13), we perform an F-test and conclude that

TABLE 2. Bias test.

bias exists if the test result is statistically significant. We con-
duct four bias tests so that we can comprehensively interpret
the results. If volatility reacts more sensitively to negative
shocks, then the sign bias (Equation (10)), negative size bias
(Equation (11)), and joint bias tests (Equation (13)) will be
significant, but the positive size bias test (Equation (12)) will
not be significant. We test the residuals for stock market
volatility bias for signals in the housing market by modify-
ing the above test to replace the dummy variables with the
variable HBS.

Test 1 : RV 2
t = α + β · HBSt−k + et (14)

Test 2 : RV 2
t = α + β · HBSt−k · RV t−k + et (15)

Test 3 : RV 2
t = α + β · (1−HBSt−k ) · RV t−k + et (16)

Test 4 : RV 2
t = α + β1 · HBSt−k + β2 · HBSt−k · RV t−k

+β3 · (1− HBSt−k) · RV t−k + et (17)

RVt and HBSt , respectively, indicate the monthly realized
volatility and the housing market instability signal. Tests 1,
2, 3, and 4 correspond to the sign bias, negative size bias,
positive size bias, and joint bias tests, respectively. As with
the previous bias tests, we interpret the test results combining
the four analyses. Unlike existing bias tests, our test varies
by the time difference and checks whether volatility responds
asymmetrically to the housing market bubble signal in the
long term. Table 2 summarizes the bias test results.
Table 2 shows that stock market volatility moves asymmet-

rically in the wake of instability signals in the housingmarket.
Furthermore, the coefficients for Test 1 are significantly neg-
ative, and the coefficients for Test 3 are significantly positive,
whereas the coefficients are not significant in Test 2. Thus,
the housing market bubble significantly impacts stock market
volatility. Through these results, we confirm that the EWS
proposed in this study can detect increased instability in the
stock market as well as in the housing market.

IV. HOUSING MARKET EARLY WARNING SYSTEM
A. MODEL
This section builds an EWS using an LSTM model to pre-
dict HBS and stock market volatility. The LSTM network
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TABLE 3. Confusion matrix for housing market early warning.

is a sequential forecasting method by learning long- and
short-term dependencies [35], [36]. It enables the processing
of sequential data with arbitrary lengths via a hidden state
vector and also improves the learning power of long-distance
dependency by introducing a so-called memory cell.

We design an LSTM network following Wang et al. [37].
The inputs to an LSTM cell at time t are the hidden state
(ht−1) and the cell state (Ct−1) that contain historical infor-
mation from the former cell. We employ three gates; the
forget, input, and output gates determine the information to
be discarded, added, reproduced, respectively. The sigmoid
functions for the forget (0f ), input (0i), and output (0o) gates
each reflect the information level that the given gate processes
after adjusting the current input and the previous hidden state.
C̃t is the new candidate state created by the tanh layer, which
is added to the cell state, Ct−1, to generate the next cell state,
Ct . The formulae of the three gates and the new candidate
state can be written as:

0f = σ
(
xtU f

+ ht−1W f
+ bf

)
;

0i = σ
(
xtU i
+ ht−1W i

+ bi
)
;

0o = σ
(
xtUo

+ ht−1W o
+ bo

)
;

C̃t = tanh
(
xtUg

+ ht−1W g
+ bg

)
, (18)

where σ is the sigmoid function, xt is the input vector, ht−1
is the hidden state, U and W are the weighted matrices con-
necting the current layer with the input vector and previous
layer, respectively, and b is the bias. Finally, an LSTM cell at
time t produces three outputs: the output vector that includes
HBS and stock market volatility, the next hidden state (ht ),
and the next cell state (Ct ). ht and Ct recur as the inputs to the
next cell.

We now evaluate the housing bubble predictor based on
the LSTM neural network in comparison with those based
on our two baseline models: the random forest (RF) and
support vector machine (SVM) models. For the evaluation of
the predictor, we employ the Rand accuracy metric, which is
designed for classification models [38]. The confusionmatrix
for the evaluation is shown in Table 3.

The true positive (TP) and negative (TN) correspond to true
predictions, whereas the false positive (FP) and negative (FN)
correspond to false predictions [39], [40]. The Rand accuracy
is defined as the percent of true results:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
. (19)

In Equation (19), a higher Rand accuracy indicates a
greater level of predictive power.

TABLE 4. Descriptive statistics of the input variables.

B. DATA
The input variables used in this study are as follows. The
monthly macroeconomic variables, collected from Novem-
ber 2004 to December 2019, include the KOSPI index
(ps), the USD/KRW exchange rate (er), the interest rate on
three-year treasury bonds (rr3), total liquidity (m3), cus-
tomer deposits (dep), the composite leading economic index
(lr), the loan-to-deposit rate (dlr), the consumer price index
(cpi), and the industrial production index (ipi). The real
estate market variables include the construction stock index
(pscon), large-scale construction orders (contl), apartment
supply quantity (has), and the total area of transacted land
in residential areas (tlarea). All variables are collected as
the year-on-year rate of changes, except m3, rr3, and dlr,
which are provided as the relative changes to the values one
month, three months, and two months prior, respectively.
Table 4 summarizes the descriptive statistics of the variables.

C. RESULTS
This study uses an LSTM neural network and constructs
a model that predicts values of housing and stock market
variables at time t based on the values at time t − 1. We use
70% of the full sample as training data and the remaining
30% as forecasting data. Thus, for T = 171, observations
at t = 1, . . . , 120 are used as the training data set, and
observations at t = 121, . . . , 171 are used as the test data.

We develop three models. The first model (Model 1) uses
HMPI and monthly volatility as input variables. The second
model (Model 2) uses HBS instead of HMPI. The last model
(Model 3) uses both HMPI and HBS. Predictions are made
from a network of LSTM memory blocks that sequentially
process the input variables to each model. The batch size and
the epoch number are 20 and 250, respectively. We use the
adaptive moment estimation (Adam) optimizer and set the
initial learning and dropout rates as 0.005 and 0.02, respec-
tively. A comparison of the models is shown in Table 5.

As Table 5 shows, Model 2, which includes HBS, has an
overall lower root mean square error for RV prediction than
that for the prediction in Model 1, which does not include
HBS, has. Moreover, the results for Model 3 indicate that
including HBS in addition to HMPI improves the prediction
accuracy of RV. Our findings are also shown in Figure 2.
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FIGURE 2. Forecasting the stock market volatility.

TABLE 5. Root mean square errors.

Figure 2 compares the stock market volatility predic-
tions by Models 1, 2, and 3 in comparison to the realized
monthly volatility. The figure shows that Model 2, which
only includes HBS, predicts abrupt volatility changes bet-
ter than other models, and the prediction performance of
Model 2 is better than Model 3, which uses HMPI and
HBS. This result means that considering only the housing
market bubble signals is more suitable for predicting the
stock market volatility than considering housing market price
data as well.

We now compare the crisis prediction of the LSTM model
with those of the RF and SVM models using the evalua-
tion metrics. In the classification model, the batch size and
the epoch number are 27 and 60, respectively. The Adam
optimizer is used. The initial learning and dropout rates are
0.001 and 0.1, respectively. Table 6 lists the Rand accuracies
of the three models, using the test-set data.

TABLE 6. Accuracies of LSTM, RF, and SVM models.

The results in Table 6 suggest that the LSTM model pro-
duces the optimal crisis prediction, as it yields the greatest
accuracy (0.9915) among all of the examined cases.

V. CONCLUSION
Housing market bubbles damage the overall national econ-
omy. Especially, the damage from housing market-driven
financial crises is getting enormous. The response to the crisis
is more likely to be effective if both the housing market
bubbles and financial market crises can be identified simulta-
neously in advance. Accordingly, this study develops an EWS
to detect instability in both the housing and stock markets.
We identify the housing market bubble signal and predict the
signal using the LSTM neural network. By demonstrating
that the signal affects stock market volatility asymmetrically,
we show that our EWS can comprehensively detect risk in the
housing and stock markets. This result highlights the better
practicality of our EWS in response to financial crises over
the existing EWSs.

This study has an academic contribution in that it con-
structs an effective EWS by uniquely defining housing bubble
signals and reveals the link between these signals and finan-
cial market volatility. By proposing a comprehensive EWS,
we offer policy implications regarding risk in both the hous-
ing and stock markets. Meanwhile, since the predictive power
of this EWS is vulnerable to drastic policy changes, further
extension of the model to include policy and macroeconomic
variables may be necessary for future studies.
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