
Received April 13, 2021, accepted May 2, 2021, date of publication May 6, 2021, date of current version May 14, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3077910

Using Fuzzy Inference Systems for the Creation
of Forex Market Predictive Models
AMAURY HERNANDEZ-AGUILA1, MARIO GARCÍA-VALDEZ 1,
JUAN-JULIÁN MERELO-GUERVÓS2, MANUEL CASTAÑÓN-PUGA 3,
AND OSCAR CASTILLO LÓPEZ 1, (Senior Member, IEEE)
1Department of Graduate Studies, National Technological Institute of Mexico, Tijuana 22414, Mexico
2Department of Computer Architecture and Technology, University of Granada, 18071 Granada, Spain
3Chemistry and Engineering School, Autonomous University of Baja California, Tijuana 22390, Mexico

Corresponding author: Mario García-Valdez (mario@tectijuana.edu.mx)

This work was supported in part by the Project DeepBio under Grant TIN2017-85727-C4-2-P.

ABSTRACT This paper presents a method for creating Forex market predictive models using multi-agent
and fuzzy systems, which have the objective of simulating the interactions that provoke changes in the price.
Agents in the system represent traders performing buy and sell orders in a market, and fuzzy systems are
used to model the rules followed by traders performing trades in a live market and intuitionistic fuzzy logic
to model their decisions’ indeterminacy. We use functions to restrict the agents’ decisions, which make
the agents become specialized at particular market conditions. These ‘‘specialization’’ functions use the
grades of membership obtained from an agent’s fuzzy system and thresholds obtained from training data sets,
to determine if that agent is specialized enough to handle a market’s current conditions. We have performed
experiments and compared against the state of the art. Results demonstrate that our method obtains predictive
errors (using mean absolute error) that are in the same order of magnitude than those errors obtained by
models generated using deep learning and models generated by random forest, AdaBoost, XGBoost, and
support-vector machines. Furthermore, we performed experiments that show that identifying specialized
agents yields better results.

INDEX TERMS Economic forecasting, fuzzy systems, multi-agent system, forex market.

I. INTRODUCTION AND STATE OF THE ART
The prices of a financial market can be forecasted using
different techniques, such as the analysis of raw price data
or news involving the financial market of interest [1]. These
approaches have the disadvantage of generating predictions
entirely dependent on the trader’s skills and knowledge about
the market being predicted. A more robust approach is to
preprocess the raw price data using technical indicators—
series of data points, obtained by applying a formula to
price data [2]—to distill different aspects of it [3], such
as a market’s volatility or general direction. In the case of
using news to draw predictions for a market, a more robust
approach would be the use of sentiment analysis [4], [5],
which can draw conclusions about the general sentiment of
a financial market in order to know if prices will go down
or up. An inherent disadvantage of these methods is that we
are not obtaining explanations about why certain behaviors
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occurred; we are not generating a model that could help us
do an abstract simulation of a market. Predictive models can
be created using a variety of techniques, such as ARIMA [6]
and hidden Markov models [7], or machine learning tech-
niques, such as support-vector machines (SVM) [8] and neu-
ral networks [9]. As we mentioned before, a drawback of
some of these methods is that they generate black boxmodels,
i.e. it is difficult for a user to understand how the model is
processing its inputs. A technique that alleviates this problem
is fuzzy logic, which can also be used to create predictive
models [10]–[12].

The method presented in this paper uses a hybridization
of fuzzy logic and multi-agent systems (MAS). The use
of fuzzy logic enables the method to generate easily inter-
pretable models to the user, especially if we use Mamdani
fuzzy sets [13] to create the membership functions of a fuzzy
system, as in the work of Abdulgader and Kaur [14]. In
particular, we propose the use of intuitionistic fuzzy logic
(IFL) [15], [16], as IFL adds another layer of interpretability
for the fuzzy systems through the concept of indeterminacy.
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Although there are alternatives to IFL, such as type-2 fuzzy
systems, the defuzzification of IFL systems can be faster
than the aforementioned systems [17], while also providing
comparable interpretability [18], [19].

Arguably, the most prominent use of fuzzy systems
has occurred in the field of control of nonlinear systems
[20], [21], but fuzzy systems have proved to be useful in
many other fields. In the case of financial market prediction,
fuzzy systems have been used successfully, such as in the
works by Tsai et al. [22] and Zeng et al. [23], where fuzzy
time-series are used to perform price predictions; as in the
works by Rajab and Sharma [24] and Vlasenko et al. [25],
where a neuro-fuzzy approach is taken; or as in the works by
Yue et al. [26], Witayakiattilerd [27] and Mansour et al. [28],
where fuzzy logic is used to perform a portfolio selection of
financial markets.

MAS provide mechanisms and an architecture that enable
agents to behave comparably to how traders behave in the real
world: traders have beliefs that make them interpret market
data in different ways, as well as rule systems that define
their decision processes. Furthermore, MAS coordinate the
inputs given to each agent, as well as how we can use the
agents’ outputs to generate a simulation of market prices.
Furthermore, MAS architectures can be executed in a dis-
tributed manner [29], [30], enabling faster performance due
to the rules of different agents being evaluated in parallel.
The current implementation of our method does not follow
such architecture, but adapting our method to a distributed
evaluation of the agents’ rules is considered as a future work,
as is discussed in Section VII.

The present work uses fuzzy systems in combination with
MAS to create Forex market predictive models. A predictive
model is a relationship between inputs and outputs based
on a data model, which can be used to perform regression
analysis [31]. In the case of Forex market predictive models,
the inputs can represent financial indicators, such as market
prices, financial statements’ data, or the public’s sentiment
towards the asset, while the outputs usually represent data that
help a trader take a decision regarding the direction—buy or
sell—and the quantity of an asset to trade [32].

The agents in the MAS represent traders, and the trades
performed by these traders are used to simulate the real
prices of a market. MAS have been demonstrated to be an
effective approach to simulate very complex systems, such as
those represented by financial markets [33]–[37]. Addition-
ally, the agents in the MAS can be examined to understand
how individual traders are interacting in a financial market
[24], [38], which is a feature that we leverage in our method,
by using fuzzy systems to construct the agents’ rules, result-
ing in interpretable inference systems.

We highlight the main contributions as follows:
• First, our method describes a novel architecture that
employs MAS and a Mamdani intuitionistic fuzzy infer-
ence systems for modeling agents’ rules, and beliefs.
This approach enables the creation of MAS predictive
models, that include certain elements not found in the

literature of financial market prediction as indetermi-
nacy, and doubt.

• Second, we propose a process for agent specialization
that are part of each agent’s beliefs, in the case of
financial market forecasting, this models the decision
of agent between making a trade or not. We found, that
adding this concepts helps to decrease the error between
predicted and real market prices.

• Lastly, we prove through the results of experiments, that
the models generated by our method are competitive
against those generated by state of the art methods: deep
learning, random forest, AdaBoost, XGBoost and SVM.

The reader will find an in-depth explanation of our method
in Section III, and explanations for the concepts required to
understand the method can be found in Section II. In order to
evaluate the performance of our method, experiments were
performed and are described in Section IV. The results of the
experiments are presented in Section V, and a discussion of
these results can be found in Section VI. Finally, Section VII
discusses some directions that our presented method can take
in the future to better demonstrate its capabilities.

II. PRELIMINARIES
This Section describes the concepts that the reader needs to
be familiar with in order to better understand the proposed
method in Section III.

A. FUZZY SETS
A traditional set is a collection of items that share a com-
mon characteristic. This characteristic serves as a member-
ship, because all the items in a universe either have that
characteristic—and then the item is part of the set—or it does
not have it—and then the item is not part of the set. Traditional
sets can be extended to fuzzy sets, as explained by Zadeh [39].
Fuzzy sets are then a generalization of traditional sets, i.e.
any traditional set can be represented as a fuzzy set. The
difference between these two type of sets lies in the concept
of membership: memberships are not only used to represent
binary outcomes, i.e. true or false, but now a possibly infinite
number of outcomes. An item can now be partially a member
of a set, and the only way an item is not part of such set is if
its membership is totally false. In order to represent this grade
of membership one can use real numbers. Thus, one can say,
for example, that an item is 0.7 green, 0.5 blue and 0.0 red.
These values can represent an adverb and an adjective, such
as ‘‘very green,’’ ‘‘somewhat blue’’ and ‘‘not red at all.’’
This is especially useful when designing fuzzy systems (see
Subsection II-B).

B. FUZZY SYSTEMS
In traditional logic one can generate logical inferences, such
as if it’s raining, then there are clouds in the sky. In a similar
fashion, we can use fuzzy sets to represent the antecedents
and consequents in a logical inference process [40].
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For example, one can extend the previous example to: if it’s
raining a lot, then there are many clouds in the sky.

There is a number of ways in which one can construct
a fuzzy inference system, where one or more inputs or
antecedents can be used to generate one or more outputs or
consequents. Arguably, the two most popular types of fuzzy
inference systems are the ones proposed by Mamdani and
Assilian [13], and Takagi and Sugeno [41]. These systems use
a series of fuzzy sets to represent the relationship between
an input and its grade of membership to a set. These sets
usually represent adjectives that describe the inputs, and are
also considered to be the antecedents in the fuzzy inference
system. For example, an input of 0.8 can represent a ‘‘very
high’’ value. After obtaining these grades of membership, one
can use these values to ‘‘fire’’ or ‘‘activate’’ the consequents.
In the case of a Mamdani system, the consequents are repre-
sented as fuzzy sets, just like the antecedents. In contrast, in a
Sugeno system, consequents are represented bymathematical
functions. A set of rules is used to determine the relationship
between the antecedents and the consequents, for example: if
food quality is high then tip is high. The aforementioned rule
is creating a relationship between the fuzzy set that represents
‘‘high food quality’’ in the antecedents, and the fuzzy set that
represents ‘‘high tip’’ in the consequents. Further continu-
ing with the example, if ‘‘food quality’’ is represented by a
value of 0.8, the rule that creates the relationship between
‘‘food quality’’ and ‘‘tip’’ could determine a ‘‘tip’’ of 0.8 too,
depending on what membership function and what parame-
ters are decided to be used to represent each.

We have explained how a relationship between antecedents
and consequents can be constructed in a fuzzy inference sys-
tem. Nevertheless, the most interesting problem arises when
a problem involves several fuzzy sets to represent different
adjectives for single antecedents or consequents. In these
cases, depending on the fuzzy rules, a number of consequents
can be fired according to the inputs to the system. As seen
in Figure 1, the input—represented by the dotted vertical
black line—is associated with three fuzzy triangular sets or
antecedents, where it ‘‘activates’’ two of them. According to
a set of fuzzy rules, the inputs then fire a set of triangular
fuzzy sets that represent the consequents, as seen in Figure 2.

The fuzzy sets that represent the consequents are cut, and
new shapes are obtained using those cuts, as represented by
the green shapes in Figure 2. These shapes are aggregated
and result in the output of the fuzzy inference system, and
this result can then be defuzzified using different methods,

FIGURE 1. Example of antecedents in a Mamdani fuzzy system.

FIGURE 2. Example of consequents in a Mamdani fuzzy system.

such as obtaining the centroid of the shape. In this example, a
Mamdani fuzzy inference system is considered; in the case
of a Sugeno system, for example, the antecedents would
be represented by arbitrary mathematical functions, instead
of membership functions representing shapes such as the
triangles in the example presented above.

C. INTUITIONISTIC FUZZY SETS
In contrast to the traditional fuzzy sets discussed in Subsec-
tion II-A, intuitionistic fuzzy sets consider a grade of non-
membership in addition to a grade of membership associated
to an element in the fuzzy set [15], as expressed by (1).

A∗ = {〈x, µA(x), νA(x) 〉|x ∈ E} (1)

For every one of the elements contained in an intuitionistic
fuzzy set, equation (2) must hold true.

0 ≤ µA(x)+ νA(x) ≤ 1 (2)

Intuitionistic fuzzy sets are an extension to traditional
fuzzy sets, as any traditional fuzzy set can be expressed as
a particular case of an intuitionistic fuzzy set, as in (3).

{〈x, µA(x), 1− µA(x)〉|x ∈ E} (3)

If the sum of the membership µA(x) and non-membership
νA(x) of an element is less than 1, the concept of indeter-
minacy or hesitancy arises [15], which is described by (4).
Indeterminacy is used to represent doubt in the grade of
membership of an element in an intuitionistic fuzzy set and
is described by (4).

πA(x) = 1− µA(x)− νA(x) (4)

Traditional fuzzy sets can be extended to increase their
capabilities of representing uncertainty by introducing the
concept of footprint of uncertainty [42], [43]. A footprint
of uncertainty is achieved by extending the membership
function, where each value transforms from a crisp value
into a fuzzy set. Indeterminacy serves a different purpose
than that of footprint of uncertainty. Instead of extending the
uncertainty provided by traditional fuzzy sets, indeterminacy
helps to model doubt. For example, if traditional fuzzy sets
can model the following sentence: ‘‘the object is very hot’’,
indeterminacy can model ‘‘it is unsure that the object is
very hot’’.
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FIGURE 3. Traditional fuzzy set represented as an intuitionistic fuzzy set.

FIGURE 4. Intuitionistic fuzzy set with membership and non-membership
functions with different means and standard deviations.

D. INTUITIONISTIC FUZZY SYSTEMS
Intuitionistic fuzzy sets, like traditional fuzzy sets, can be
used to create inference systems. Antecedents and conse-
quents in the system can be handled by intuitionistic fuzzy
sets, as in a Mamdani system [13]; alternatively, they can be
used solely for the antecedents, with mathematical functions
used for the consequents as in a Sugeno system [41].

Various approaches have been taken in the past by different
authors on how to build intuitionistic fuzzy systems. The
authors of the present paper have worked in a certain way
to achieve this type of system, and this method is described
in [18] and [17]. The method described in the aforementioned
works is presented in this Subsection for the reader as a
reference implementation.

As it is explained in [18], in an IFIS, in order for an
antecedent to fire a consequent according to a set of fuzzy
rules, the final grade of membership of an element has to be
expressed in terms of its grade of membership and its grade
of non-membership. The resulting grade of membership of
an element belonging to A is represented by iµA(x), and is
defined in (5).

iµA(x) = (νA(x)+ µA(x))µA(x) (5)

To perform an alpha-cut in a consequent, one has to sep-
arate it in two stages: i) first, perform a traditional alpha-cut
in the membership function following equation (6), and then
ii) perform an alpha-cut in the non-membership function

FIGURE 5. Output surface for the tipping problem using a traditional
fuzzy system.

following equation (7).

α(µ(x), µα) =

{
µ(x), if µ(x) ≤ µalpha
µα, otherwise

(6)

αNMF (ν(x), µα) =

{
ν(x), if ν(x) ≥ ν(µalpha)
ν(µalpha), otherwise

(7)

The aggregation of the fired consequents is performed by
applying (8) on the alpha-cuts.

A ∪ B = {〈x,max(µA(x), µB(x)),

×min(νA(x), νB(x))〉|x ∈ E} (8)

The final modification to the traditional inference process
in a FIS is made to the center of area procedure. The equation
to calculate the center of area of a traditional fuzzy set is (9).
In order to implement a center of area for an intuitionistic
fuzzy set, one has to incorporate the concept of iµ(x), giving
as a result (10), and its simplification form (11).

ACoA =

∑N
i=1 µ(xi)xi∑N
i=1 µ(xi)

(9)

AiCoA =

∑N
i=1(µ(xi)+ ν(xi))µ(xi)xi∑N
i=1(µ(xi)+ ν(xi))µ(xi)

(10)

AiCoA =

∑N
i=1 iµA(x)xi∑N
i=1 iµA(x)

(11)

E. MULTI-AGENT SYSTEMS AND AGENT-BASED MODELS
In our method, fuzzy systems are used to model a trader’s
knowledge and how they take trades according to a market’s
current conditions, and MAS are used to model the collective
traders of a market and their respective influence on the price
of it. MAS create agent-based models, which represent a
problem that people can analyze and infer new knowledge
from it [34].

Agents can be seen themselves as programs that interact
with their environment, which may include other agents.
MAS are composed of different, autonomous entities with
‘‘beliefs’’ and ‘‘rules’’. Beliefs are used by agents to arrive
to an interpretation of their environment, and rules are used
to arrive to actions to be performed by the agent towards
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FIGURE 6. Output surface for the tipping problem using an intuitionistic
fuzzy system.

their environment. Agents in the system are constantly assess-
ing their environment to determine what actions to take
according to their beliefs and rules. MAS have the objective
of solving a practical problem, unlike agent-based models
which are more focused on simulating it. Both use the same
tools, and only intent is different.

The proposedmethod involves the use of aMASwhich acts
in a decentralized fashion. However, some of its mechanisms
are centralized: the outputs of the agents are averaged, and
agents receive their inputs from the same source.

III. PROPOSED METHOD
The Overview, Design Concepts, and Details (ODD) protocol
for describing Agent-BasedModels (ABMs) are now broadly
accepted and used to document individual and multi-agent
models [44]. In the following section, we present a detailed
description of the proposed method’s structure and dynamics
approaching the ODD protocol.

A. OVERVIEW
1) PURPOSE AND PATTERNS
We present a method for creating forex market predictive
models using multi-agent and fuzzy systems, which have the
objective of simulating the interactions that provoke changes
in the price. Agents in the system represent traders perform-
ing buy and sell orders in a market, and fuzzy systems are
used to model the rules followed by traders performing trades
in a live market and intuitionistic fuzzy logic to model their
decisions’ indeterminacy.

Fuzzy systems are used to model a trader’s knowledge
and how they take trades according to a market’s current
conditions, and MAS are used to model the collective traders
of a market and their respective influence on the price of it.

2) ENTITIES, STATE VARIABLES AND SCALES
Multi-agent systems are used to model the collective traders
of a market and their respective influence on the price of it.

B. DESIGN CONCEPTS
1) BASIC PRINCIPLES
Agent rules are defined by Mamdani intuitionistic fuzzy
inference systems. Fuzzy systems are convenient, as they can

be interpreted, as opposed to, for example, neural networks,
where the weights associated to the neurons and the connec-
tions among themselves become obscure to interpretation.
Furthermore, the use of intuitionistic fuzzy systems provides
an additional layer for interpretation: indeterminacy.

Indeterminacy arises as a consequent of the inclusion of
non-membership to a fuzzy system (see Subsection II-C).
This concept allows the designer of a fuzzy system to model
doubt or hesitancy in a data set. In the proposed method,
indeterminacy is obtained in a heuristical manner, as part of
the optimization algorithm that searches for a combination of
agents that are used to create a predictive model.

2) INDIVIDUAL DECISION-MAKING
The membership functions in the fuzzy systems are always
defined asGaussian functions, although in future experiments
this design choice can change, as other types of membership
functions could provide benefits over Gaussian membership
functions, such as better interpretability for particular prob-
lems being modelled, and improvements in computational
cost. Gaussian membership functions were chosen because
of their ability to model knowledge in a smoother way than
their alternatives, such as triangular or trapezoidal member-
ship functions. Although other membership functions can be
better suited for certain situations, the proposed method is
currently designed for the creation of predictive models for
arbitrary data sets, where solutions are found using iterated
local search (ILS).

In the proposed method, the mean of each Gaussian mem-
bership function is equal to a random data point from the
training data set, while the spread of the Gaussian mem-
bership functions that represent a fuzzy rule will be equal
to the standard deviation of the aforementioned randomly
chosen data points. At least two Gaussian membership func-
tions are used to describe each agents’ rule antecedents and
consequents for, as obtaining the standard deviation of only
one data point would be equal to 0, which would generate
Gaussian membership functions with spreads equal to 0. In
the case of the antecedents, the means are equal to data points
from the training data set that represent inputs, while outputs
in the training data set are used as the means for the member-
ship functions that form the consequents. This is expressed
by (12), where x̄ represents the mean of sample inputs from
the training data set, s represents their standard deviation and
µ(x) represents a Gaussian membership function.

µ(x) = e
−

(x − x̄)2

2s (12)

We decided to use this method for choosing the means of
the Gaussian membership functions in order to guarantee that
these functions perfectly describe a relationship between a
set of inputs and a set of outputs from the training dataset.
A heuristic process still takes place in the optimization stage
of our method, as the effectiveness of an agent will depend on
what input sets get chosen to be used to describe their rules.
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The input grades of memberships obtained by an agent will
affect membership functions obtained from different input
data sets, so the ILS is indirectly looking for input and output
data sets that work well together.

Data points are used as the mean of each membership
function to guarantee an agent’s ability to react to at least
those input values, and thus every agent will respond to at
least one data point, which is a common practice in certain
methods, such as rule-based classifiers [45], [46]. On the
other hand, using the standard deviation of those chosen data
points as the spread of the Gaussian membership functions
guarantees that uncertainties associated to each membership
function will affect—in terms of fuzzy inferences—at least
one of the other membership functions. If none of the mem-
bership functions were affecting, in any way, the rest of the
membership functions, the use of a fuzzy system to represent
the agent rules would be meaningless.

The domain of each membership function is not fixed as
it is determined by the chosen data points and their standard
deviation. The domain of a membership function is defined
by the set given by (13), where x̄ represents the mean of
sample inputs from the training data set and s represents their
standard deviation. As a consequent of the previous defini-
tion, the domain of either the antecedents or the consequents
in a fuzzy system is defined by the set given by (14), where
x̄min and x̄max represent the minimum andmaximummeans—
from the set of means obtained from the training data set—
used to define the membership functions, respectively, and
smin and smax represent the minimum and maximum standard
deviations that are associated to x̄min and x̄max , respectively.

{ x | x̄ − s ≤ x ≤ x̄ + s } (13)

{ x | x̄min − smin ≤ x ≤ x̄max + smax } (14)

The number of inputs in the fuzzy systems of each
agent can vary. As an agent can potentially have dozens
of inputs, associating linguistic variables to these inputs
becomes inconvenient.

As the agents’ rules are represented by intuitionistic fuzzy
systems, the core of the membership functions is not neces-
sarily equal to 1—or it does not exist, if one considers the core
of a membership function to be restricted to a value of 1—,
as it is the case in traditional fuzzy systems [47]. The value of
the greatest grade of membership in a membership function
is determined heuristically using an optimization algorithm
that is explained in Subsection III-B5.

Indeterminacy is used to ‘‘fuzzify’’ specialization thresh-
olds associated to inputs to the agent, which determine
if the agent should respond to that input or not. Two
agents with the same fuzzy rules, membership functions
and specialization thresholds will respond differently to the
same inputs if they have different non-membership func-
tions. This way, the system uses uncertainty—coming from
membership functions—and indeterminacy—coming from
non-membership functions—to model the membership of an
input and a specialization function, respectively. Considering

the agent system architecture proposed by Shoham [48],
in the proposed method an agent’s fuzzy system represents
an agent’s rules, while its specialization functions represent
an agent’s beliefs.

Inputs to an agent’s fuzzy system are associated to grades
of membership—as is usual in fuzzy inference systems—and
this grade of membership can either belong or not to a set 3,
which is defined by (15), where µ(x) represents the grade
of membership associated to an input x and λ represents a
specialization threshold. An example of a set 3 can be seen
in Figure 7. If a grade of membership can be found in a set3,
then the agent will consider that input to be used to fire a
consequent in its agent rules. It is noteworthy that different
specialization thresholds λ and non-membership functions
can be associated to each of themembership functions present
in the antecedents of an agent’s fuzzy system.

3 = {µ(x) | µ(x) ≥ λ } (15)

FIGURE 7. Depiction of a specialization threshold λ and a set 3 in a
membership function.

An agent’s actions can be greatly limited by its specializa-
tion functions, as having a single input associated to a grade
of membership which does not belong to the specialization
interval 3 is sufficient for an agent to take no action. This
behavior allows to precisely control the magnitude of special-
ization of each agent in a predictive model, as the designer of
the model—such as an optimization algorithm—can assign
specialization thresholds and non-membership functions that
restrict an agent to be activated to only a handful of inputs
from a training data set. Furthermore, specialization func-
tions work as a coordination mechanism for the agents in a
predictive model, as they prevent certain agents from taking
action in situations where they would perform sub-optimally
and others would perform optimally.

The design of each agent’s fuzzy system follows the gen-
eral architecture shown in Figure 8. Each agent can have
an arbitrary number of rules, and there can be an arbitrary
number of agents in a predictive model, with rules defined
heuristically.

3) PREDICTION
Predictive models that follow the proposed method are
formed by a set of one or more agents constructed using
the architecture described in Subsection III-B2, resulting in
a MAS.

Agents must work together in order to simulate a financial
market. One way of achieving this is to obtain the output of
every agent in the predictive model and to use an aggregation
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FIGURE 8. Architecture of an agent’s fuzzy system.

process to unify them into one single output. Instead, the pro-
posed method uses specialization functions to restrict what
agent outputs are used to respond to a set of inputs. This is
similar to what happens in a real market: the aggregation of
all the trades, from every trader, result in the current price of
that market. Furthermore, although traders could decide how
to trade amarket at any given point, traders sometimes restrict
themselves from trading because they consider a market’s
current condition to not be ideal.

The restriction imposed by the specialization functions
ensures that every agent is specialized at different subsets
of the training data set. During the creation of the agent,
the agent is tested with each of the input data points from the
training data set to compile a list of specialization levels—i.e.,
the grades of membership associated to each of the inputs,
considering the membership functions in the antecedents of
the agent’s rules. Once the list of specialization levels is com-
piled, the list is sorted by using the sum of the specialization
levels.

4) INTERACTION
After compiling the sorted list of specialization levels,
the proposed method chooses one of them, from highest to
lowest specialization, according to a depth parameter. This
process is depicted in Algorithm 1.

Algorithm 1 Selection of Specialization Threshold
1: procedure activation-threshold(A, I );
2: antA← extract_antecedents(A)
3: c← 0
4: for each doinp ∈ I
5: acts← specialization(antA, inp)
6: sum[c]←

∑n
i=1 actsi

7: c← c+ 1
8: end for
9: return sum(DEPTH )

10: end procedure

The chosen specialization level serves as a specialization
threshold, as any set of inputs that do not activate all the mem-
bership functions according to the specialization level will
fail to activate the agent to take an action. As a consequent—
during the training stage of the method—any agent will be

activated to a number of inputs equal to the value of the depth
parameter shown in Algorithm 1.
An implication of the aforementioned process is that spe-

cialization functions also create a restriction for the actions
of the agents in a predictive model. This restriction works
as a coordination mechanism to ensure agent participation
in the prediction process never reaches one hundred percent,
as certain inputs will not trigger a response from any of the
agents. In other words, the predictive model only outputs a
response if, and only if, the agents have learned a pattern with
a strong resemblance to certain inputs.

Although the specialization functions cause the agents to
be specialized at responding to a number of inputs, multiple
agents could respond to the same set of inputs. In this case,
the outputs of the agents—positive or negative numbers,
which represent buy or sell orders, respectively—are aver-
aged. We have the hypothesis that specialization functions
improve the performance of the models for the forecasting of
forex markets, as agents only respond to those inputs where
grades of membership in the fuzzy system’s antecedents are
the highest or, in other words, agents are restricted to respond
to those inputs that are similar to those used to create the
agents’ membership functions.

The process of agent specialization using specialization
functions is well suited for the creation of predictive models
where it is not desired to obtain a response for any arbitrary
set of inputs. In the case of financial market forecasting, this
is translated to a recommendation of not trading a particular
market, i.e. an unknown pattern is arising and the trader
following the recommendations from the predictive model
should be wary.

However, it must be noted that the proposed method can
be extended to the creation of predictive models that always
yield a response. This can be achieved by selecting the agent
that is closer to being activated.

Finally, we believe that the specialization functions found
with the proposed method could be used for other methods,
particularly neural network-based architectures.

5) STOCHASTICITY
The sets of inputs and outputs that are used as themeans of the
membership functions in the agent rules are determined by
using random data points from the dataset—as we explained
in Subsection III-B2. In order to obtain a predictive model,
ILS is used to find combinations of agents that generate a
suitable simulation of a financial market.

The proposed method uses a basic search algorithm that
adds and/or removes agents from a list of agents, where these
agents work together to create a simulation of the market.
The list of agents begins at iteration 0 with a single, random
agent, and in the following iterations it is randomly decided
to either add new agents or remove them from the list. The
modifications are committed only if the addition or removal
operation improves the performance of the predictive model,
and the algorithm finishes after a number of iterations has
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FIGURE 9. Flowchart for the iterated local search.

been reached. This process is described by the flowchart
in Figure 9.

The performance improvement is measured with a loss
function, which is used to determine if a predictive model is
better than its predecessor.

As is mentioned in Subsection II-E, the resulting predictive
model does not necessarily respond to every set of inputs.
This behavior is accentuated when the model is tested against
a data set that is different than the one used for the training
stage of the method—i.e., a testing data set—, as inputs
from this data set could not resemble at all any of those
present in the training data set. We have the hypothesis
that this behavior helps the generated models achieve better
performances.

The agents in the prediction models are represented as
objects with the following properties: agent’s rules, which
stores an intuitionistic fuzzy system; specializations, which
stores the antecedents of the fuzzy system; and special-
ization thresholds, which stores the levels that need to
be surpassed by a set of inputs in order to activate the
agent.

Indeterminacy in an agent’s fuzzy system is deter-
mined randomly and optimal values are found with

the ILS method described in Figure 9. In order to
obtain intuitionistic fuzzy sets where (2) holds true, our
implementation generates membership functions where
the greatest possible grade of membership is M and
non-membership functions where the greatest possible grade
of non-membership is 1 − M . The mean and spread of
the Gaussian membership functions are equal to the mean
and spread of the Gaussian non-membership functions in all
cases.

The list below summarizes the design concepts of the
predictive models generated by our proposed method.
• Emergence

– Models find patterns that yield the lowest predictive
error through specialization functions.

• Adaptation
– Agents evolve to specialize in similar patterns

(same market trend/direction, and similar input and
output magnitudes)

• Fitness
– Minimization of RMSE

• Prediction
– The mean of the agents’ outputs represents an esti-

mation of the next price of a market being modelled
• Sensing

– Raw market prices (open, high, low, close) and
timestamps when these prices occurred are sensed
(fed as inputs) by the agents in the predictivemodels

– Different beliefs are associated to each agent in a
predictive model, which make the agent preprocess
raw market prices differently from other agents in
the model

• Interaction
– There is no interaction among the agents when it

comes to taking decisions or processing data com-
ing from their environment

– Agents’ outputs are averaged in the end to create a
final price prediction for a market

• Stochasticity
– Agents’ rules are constructed using random data

points taken from a training data set
• Observation

– The predictive models generate a time series which
represents a series of predictions for future market
prices

C. DETAILS
1) INITIALIZATION
The agents that are randomly generated for the ILS need to
pass a test before they can be considered a candidate to be
part of a predictive model. Considering a training data set,
an agent’s specialization functions are evaluated against the
inputs set obtained from that training data set in order to
generate a set of specializations, where each specialization
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is the equivalent of calculating the grade of membership
associated to a set of inputs.

After performing this step, all the specializations are
summed to obtain a score S that represents the intensity to
which that agent reacts to that set of inputs. This score is
defined by (16), whereN represents the number of inputs, and
µ(xi) represents each of the grades of membership associated
to each input. The scores associated to each set of inputs are
ordered in a descending manner, so the first elements are the
scores that represent those sets of inputs that would fire an
agent’s consequents the most. The ordered scores list is also
used to obtain the outputs that are associated to these ordered
scores, so we can know what are the outputs that the agent
should evaluate to given those particular sets of inputs. The
resulting set of outputs are used to determine if the agent is
a suitable candidate; if most of the outputs associated to the
highest scores have the same direction (negative or positive),
then it is a suitable candidate. This mechanism ensures that
the chosen agents are specialized in similar inputs that yield
similar outputs. For our implementation, the highest scores
have to be associated to outputs that share the same direction
at least 66% of the time. This value was chosen empirically
after performing some preliminary tests, where different val-
ues greater than 50%—as we want the majority of the outputs
to share the same direction—were used. However, it is not
statistically proven that this value will yield better results than
other values.

S =
N∑
i=1

µ(xi) (16)

The optimization process for the predictive models loads
configuration files as its first step, depending on the mar-
ket that we want to use to obtain training and testing data
sets. These configuration files set parameters for the pro-
posed method, such as the train-test ratio and number of
inputs, outputs and number of rules for the agents’ fuzzy
systems.

For our implementation of the proposed method we chose
Common Lisp as our language, so we could use a soft-
ware library for the creation of intuitionistic fuzzy sys-
tems that we implemented in the past [17], [18]. All the
populations are compressed and stored in a PostgreSQL
database, which enables us to resume the optimization of
a model at any time. Storing the populations in a database
also enables us to use populations of agents to be tested
in other data sets, as well as to extract agents from cer-
tain populations to be used in other prediction models. The
source code of our implementation can be found in the
git repositories at this link: https://bitbucket.org/
overmind-group/workspace/projects/OT.

The evaluation of the agents proved to be a computationally
expensive task, as the system needs to evaluate hundreds of
fuzzy systems per iteration in the optimization process. For
this reason, we implemented a caching system where the
output of an agent is stored in memory using a technique

TABLE 1. Multi-agent systems parameters.

called memoization [49] in a functional programming con-
text. After memoizing an agent, if that agent is required to
be evaluated with exactly the same inputs as the ones used
during the memoization process, then we can assume that the
output will be the same, and thus we can simply query for
the output stored in memory. The caching system prevents
our implementation from re-evaluating hundreds of fuzzy
systems in the optimization process.

IV. EXPERIMENTS
In order to determine the efficacy of the proposed method,
we designed experiments that involved data sets and perfor-
mance metrics used in the work by Munkhdalai et al. [50].
In [50], daily prices for the following Forex markets are used:
EUR/USD, USD/JPY, USD/CHF, GBP/USD, USD/CAD and
AUD/USD. The last year of prices are used as their data set,
although they do not provide the exact starting and ending
dates. Their datasets are partitioned into three parts: training,
validation and test sets, where the training set corresponds to
80% of the data set, the validation set corresponds to 10% of
the data set, and the test set correspond to 10% of the data set.
The authors used a 5-fold time series cross-validation method
to obtain their performance metrics.

For our experiments, we decided to use random samples
of 63 trading days—which corresponds to a quarter of the
trading days in a year—for our data sets, which can be
extracted from the last 5000 trading days (from August 28th
2004 to May 18th 2020), for the same Forex markets used
in [50]. We did not use exactly the same data sets as
Munkhdalai et al., because they do not provide the starting
and ending dates for their data sets, and because a bigger
data set—around 15 years of data, instead of 1 year of data—
provides a better challenge for avoiding accidental ‘‘cherry
picking’’ [51] when choosing optimal hyperparameters for
the method.

Each of the data points in the datasets includes open, high,
low, close prices, as well as a timestamp and the volume of
the asset exchanged associated to each day (data point) in
the dataset. The data was obtained from Tiingo,1 an online
financial market data provider. Tiingo states that their market

1https://api.tiingo.com
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TABLE 2. Comparison between our results and the ones obtained by Munkhdalai et al., using MAE as the loss function.

data has been cleaned from erroneous and missing prices,
so we are assuming this to be true and using their data
verbatim.

These data sets are split into two parts, a training data set
which corresponds to 70% of the data set, and a test data
set which corresponds to 30% of the data set. As a conse-
quence, a validation step was not involved in our experiments.
Regarding the performance metrics, we provide results using
MAE and RMSE, in order to compare against the results
presented in [50]. A total of 30 experiments were per-
formed for each forex market, and we provide the means and
standard deviations for each of our performance metrics in
Section V.

In [50], the results of several predictive models are pro-
vided. In order to obtain the hyper-parameters of the different
algorithms, random searching was used, with the exception
of deep learning neural networks (recurrent neural networks
(RNN), long short-term memory (LSTM) neural networks,
and gated recurrent unit (GRU) neural networks), where the
learning rate was set at 0.001 using the Adam optimizer [52],
batch size at 64 instances for each iteration, MSE as the loss
function, andmaximum number of epochs at 3000 for the first
fold, and then they used 300 epochs with the first pre-trained
model for the remaining folds. Regarding multi-layer percep-
trons (MLP), the authors used an input layer of 5 neurons (for
the prices of the last 5 days), a hidden layer of 16 neurons
and an output layer of 1 neuron (for the prediction of the next
day’s price). In addition to neural network-based algorithms,
[52] also provides results for models obtained by random
forest, AdaBoost, XGBoost and SVM architectures.

Finding optimal values for the hyper-parameters—what
input variables to consider for the agents—of our method
is a challenge due to the high number of combinations that
can lead to favorable results. We decided to find arguments

through trial and error for these parameters that allowed our
method to generate models that yielded results in the same
order of magnitude as the results presented by its competing
methods. In the end, we arrived to the arguments presented
in Table 1. In this table, HH means ‘‘high height’’, and rep-
resents the price difference between the high and the greater
price between close or open prices of a trading day; LH means
‘‘low height’’, and represents the price difference between the
low and the lesser price between close or open prices of a
trading day; CH means ‘‘candle height’’ and represents the
absolute price difference between the open and close prices
of a trading day; and the subscript following each of the
aforementioned abbreviations represents the number of past
trading days that were considered.

The output variable for the agents represents the price
difference [53] between a current session’s close price’s
and the next future close price. These outputs—like an
agent’s inputs—are obtained from the training dataset.
This price difference can either be positive—which repre-
sents a ‘‘buy prediction’’—or negative—which represents a
‘‘sell prediction’’.

V. RESULTS
Tables 2 and 3 show subsets of the results presented by
Munkhdalai et al. [50], comparing them with the results of
the method presented in this paper. In the case of neural
networks (RNN, GRU, LSTM and MLP), the table shows
the results obtained by Munkhdalai et al., as well as the
worst and best results that are not obtained by using the
activation function proposed byMunkhdalai et al. In addition
to the neural network-based results, results for the predictive
models based on random forest, AdaBoost, XGBoost and
SVM are also provided. The purpose of this table is to provide
a comparison between the predictive models generated by
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TABLE 3. Comparison between our results and the ones obtained by Munkhdalai et al., using RMSE as the loss function.

TABLE 4. Results of our method with and without specialization functions to restrict their actions.

our proposed method and the predictive models generated by
other methods.

Our results can be found in the last rows of the table,
and the best result for each market is shown in bold.
It must be noted that no statistical testing was performed
when comparing our method against the ones provided by
Munkhdalai et al.; the results in the table have the purpose of
showing the competitiveness of our method to some extent,
in terms of error, in order to justify further research to improve
our current method. Two results are presented for our method:
one where specialization functions (SF) are used to restrict
agents from certain trades, and another for agents not using
specialization functions to restrict their decisions. It is note-
worthy that these results cannot provide conclusive proof that
one method is better than another, as the testing datasets and
methods are not the same. Table 4 provides again the means

TABLE 5. Parameters used for the hypothesis tests.

of our results, in addition to their standard deviations, sample
sizes and statistical tests.

Finally, Table 6 shows a comparison of our method against
a buy and hold strategy. For the buy and hold, we subtract
the closing price of May 18th 2020 to the closing price of
August 28th 2004, which represents a buy order that was
opened on the former date and that was closed on the later
date.
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TABLE 6. Comparison of our method in terms of revenue, with and without SF, against buy and hold strategy.

VI. CONCLUSION
Financial markets are examples of complex systems, which is
why they can be better represented using agent-basedmodels.
The advantage of these models, which are capable of simulat-
ing the simultaneous operations and interactions of multiple
agents, is that they can recreate and predict the behavior
resulting from the complex phenomena of emergence. These
models have the additional advantage of being interpretable
and can give us additional knowledge about the dynamics of
the market.

In this work, we propose a MAS that models agents’
knowledge as intuitionistic fuzzy inference systems, along
with specialization functions that allow agents to become spe-
cialized for trading particular market conditions. The MAS
was adjusted to obtain a forex market predictive model by
using our proposed ILS to optimize the models’ parameters.

The elements of our method enable the generation of pre-
dictive models that present a unique set of features. Agents in
the MAS represent the fundamental mechanic behind finan-
cial markets, which is the traders. The agents use intuitionistic
fuzzy systems to represent their trading rules, which allows
themethod tomodel a trader’s uncertainty and indeterminacy.
Specialization functions work as a mechanism for coordi-
nation among the agents: we can choose what agents are
more appropriate for particular market conditions. Lastly,
fuzzy systems and MAS provide the foundations for more
interpretable predictive models, compared to other methods
such as neural networks or SVM.

To evaluate our model’s predictive performance, we com-
pare it against models generated by RNN, LSTM, GRU,
MLP, random forest, AdaBoost, XGBoost, and SVM. The
results lead us to conclude that our method proves to be
competitive for predicting forexmarkets, as shown in Table 2,
where our method performed the best for every forex market,
if our models use specialization functions. This demonstrates
that using specialization functions to create agents that are
specialized at particular market conditions help to increase
the generated models’ efficacy.

We can also observe in Table 2 that our method achieves
competitive predictive errors when RMSE is used as its per-
formance metric. Specialization functions seem to increase
the predictive error when RMSE is used, but this is mislead-
ing, as the error distribution in our method is not Gaussian—
which is the case for our method, as agents not always decide
to take trades—, and in these cases it has been found that
MAE is a better metric [54]–[56].

As an additional test, we compared our method against
a buy and hold strategy. Table 6 shows that our method

performs better than buy and hold for all Forex markets—
in terms of revenue—, and that the use of specialization
functions improves the results of our method.

In addition to the low predictive errors obtained, it should
be noted that our method has the advantage of being more
interpretable than the method proposed by Munkhdalai et al.
The agents in our predictive models can be displayed as
membership functions being activated by inputs, along with
their consequents being alpha-cut, aggregated and deffuzified
to a final output value. The user can easily examine the rules
that the agents are following and thus have a clear picture of
how the agents react to the prices. For example, consider the
following fuzzy rules:

1) if RSI(x) is LOW, then BUY is HIGH
2) if RSI(x) is MEDIUM, then BUY is MEDIUM
3) if RSI(x) is HIGH, then BUY is LOW
If an agent is performing very well during the current mar-

ket conditions, we can then assume that there is a relationship
between the technical indicator RSI and upward directional
movements. After examining multiple agents, we can draw
more complex conclusions about a market.

As can be concluded, choosing the correct technical indica-
tors or any other functions that preprocess the agents’ inputs
is crucial for generating knowledge that can be interpreted by
the user. Furthermore, the selection of these functions, along
with every other value for the parameters of our method is
equally as important. Currently, our implementation does not
have amechanism for the selection of optimal values for these
parameters. A user of our method would need to search by
trial and error for values that yield desirable results according
to the nature of the problem they want to model.

VII. FUTURE WORK
The experiments presented in this work demonstrate that
better methodologies need to be used in order to provide
conclusive proof that the use of specialization functions in
the agents’ fuzzy systems is beneficial for the creation of
predictive models. Additionally, we can test our specializa-
tion functions in other methods, such as neural networks.
Furthermore, we could design experiments that demonstrate
which version of our method helps real traders make better
decisions.

The proposed method was tested using a subset of all the
forex markets currently available. More experiments could be
performed where additional forex markets are tested. More-
over, our method should be tested with financial markets of
different natures, such as stocks, bonds, commodities and
metals.
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An advantage of fuzzy systems over other modelling tech-
niques is that fuzzy systems are interpretable. Natural lan-
guage processing techniques that use the fuzzy systems as
inputs could be used to provide texts that describe the condi-
tions of a market, as perceived by the agents in the MAS.

Our implementation should be adapted to perform in a
distributed manner, where agents are evaluated in parallel
in different CPU cores or even different physical machines.
A distributed architecture will help achieve results faster,
which will allow us to test different approaches for the cre-
ation of predictive models using our method.

Finally, the ILS method used for optimization in the pro-
posedmethod should be benchmarked against other optimiza-
tion techniques, such as genetic algorithms or particle swarm
optimization. Finding better optimization algorithms for our
method can help us achieve better results, and probably faster.
It is also probable that lower errors could be achieved, as we
do not know if our current optimization method is exploring
a wide enough search space.
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