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ABSTRACT Depending on the scanning mode, existing short text stream clustering methods can be divided
into the following two kinds of methods: one-pass-based and batch-based. The one-pass-based method
handles each text only one time, but cannot deal with the sparseness problem very well. The batch-based
method obtains better results by allowing multiple iterations of each batch, but the efficiency is relatively low.
To overcome these problems, this paper presents Lifelong learning Augmented Short Text stream clustering
method (LAST), which incorporates the episodic memory module and sparse experience replay module
of lifelong learning into the clustering process. Specifically, LAST processes each text one time, but at a
certain interval it randomly samples some previously seen texts of the episodic memory to update cluster
features by performing sparse experience replay. Empirical studies on two public datasets demonstrate that
the performance of the LAST-based method is on a par with the batch-based method, and runs close to the

speed of the one-pass-based method.

INDEX TERMS Short text stream, text clustering, sparseness, lifelong learning.

I. INTRODUCTION

Short texts are prevalent on the Web, including on traditional
websites, e.g., news titles and search snippets, and emerging
social media, e.g., microblogs and tweets. In recent years,
these data have swept the world at an alarming rate, and
have produced large quantities of data streams, also called
short text streams. Short text stream clustering [1]-[3] is
challenging due to the inherent characteristics of short text
steams such as short length, weak signal and high ambiguity
of each short text, and the explosive growth and popularity of
short textual content.

During the past decade, existing short text stream
clustering has the following two kinds of methods: the one-
pass-based [1], [4]-[6] and batch-based [7]-[9]. The one-
pass-based method assumes that the streaming texts come
one by one, we can process each text only one time. The
batch-based method assumes that the streaming texts come
in batch, we can process the texts in each batch multiple
times. The one-pass-based method has the advantages of han-
dling large-scale text steams efficiently. However, the main
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drawback is that the performance is not satisfactory because
of the sparsity problem of short text. For the batch-based
method, the performance can improve apparently when we
allow multiple iterations of each batch. However, the real-
time is relatively poor because of multiple iterations of each
batch.

To overcome these inherent weaknesses and keep the
advantages of both one-pass-based and batch-based meth-
ods, we propose a novel clustering method, namely Lifelong
learning Augmented Short Text stream clustering method
(LAST), which adds episodic memory module and sparse
experience replay module of lifelong learning into existing
clustering method. Specifically, LAST is augmented with
an episodic memory module that randomly saves previously
seen texts throughout its lifetime. In the processing of experi-
ence replay, we sample the related texts in episodic memory
at a certain interval and perform cluster feature updates based
on the retrieved examples. The episodic memory module in
deep learning is used to address the problem of catastrophic
forgetting. Here, it is used to help enhance the influence of
some recent active clusters by updating their cluster feature
vectors. Considering that continual texts in text streams have
a higher probability of belonging to the same clustering,
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sparse experience replay is an advisable and promising strat-
egy for short text stream clustering.

Compared with the batch-based method, the LAST-based
method can effectively deal with large-scale data streams.
Compare with the one-pass-based method, LAST copes with
the sparsity problem of short texts by performing sparse
experience replay at a certain interval. To compare the perfor-
mance of the three kinds of methods, we choose three exist-
ing short text stream clustering methods to do experiments.
Experimental results show that the LAST-based method
obtains obvious improvement compared with the one-pass-
based method on two public datasets, and is many times faster
than the batch-based method. To the best of our knowledge,
it is the first work to integrate lifelong learning for short text
stream clustering.

The following sections are organized as follows:
Section 2 describes the related work; Section 3 details the for-
mulation and procedure of Dirichlet-based short text stream
clustering; Section 4 presents our proposed method LAST;
Section 5 shows the experimental results; Section 5 summa-
rizes the paper.

Il. RELATED WORK
Depending on the adopted techniques, short text stream clus-
tering includes similarity-based and Dirichlet-based cluster-
ing. The similarity-based method often uses vector space
models to represent texts and calculates the similarity
between texts or clusters. The Dirichlet-based method utilizes
topic modeling to learn the hidden topics. It assumes that text
is generated through the process of ““Select a topic with a
certain probability and select a word with a certain proba-
bility from this topic’ [2], [10]. Generally, parameters are
estimated by Gibbs sampling [11] or the EM algorithm [12].
Depending on the scanning mode, short text stream cluster-
ing can be classified into two kinds of methods: batch-based
and one-pass-based. The batch-based method assumes that
the streaming texts come in batch, we can process the texts in
each batch multiple times [13]. The one-pass-based method
assumes that we can process each text only one time [4].

A. SIMILARITY-BASED SHORT TEXT STREAM CLUSTERING
CluStream [14] is one of the most classic stream clustering
methods that consists of online micro-clustering and offline
macro-clustering. CluStream uses a pyramid time frame to
store micro-clusters at different times in the past for future
analysis. Yoo et al. [15] proposed a streaming spectral clus-
tering method that maintains the approximation of the nor-
malized Laplace operator for data streams over time and
effectively updates the Laplace transformed eigenvectors as
streams. Shou et al. [4] proposed a prototype of a persistent
summary for Twitter text streaming, called Sumblr which
compresses tweets into tweet feature vectors (TCVs) and pro-
cesses them online. Kalogeratos et al. [16] proposed a method
for clustering text streams using burst word information. This
approach makes use of the fact that most of the important
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documents in a topic were published during the eruption of
the term ““main”.

The limitation of similarity-based clustering methods is the
need to manually select a similarity threshold to determine
whether documents are assigned to a new cluster, and the fact
that there is no correlation between different time points.

B. DIRICHLET-BASED SHORT TEXT STREAM CLUSTERING
We introduce the existing Dirichlet-Based Short Text Stream
Clustering methods based on the scanning model.

The batch-based methods are first studied, which iterate
the texts of each batch multiple times. Yin et al. proposed
a dynamic GSDMM [17] model that considers that all the
words in a text as belonging to a single topic and effectively
solves the sparsity problem of short text. The DCT [9] model
assumes that topics at the previous time may have a guiding
effect on topics at a later time. Therefore, the number of topics
must be specified in advance. The MStream [6] method based
on the Dirichlet process can automatically infer the number of
topics. The NPMM [18] model is a recently introduced model
that uses word embeddings to eliminate a cluster generating
parameter from the model.

The one pass-based methods attracted much attention
in recent years, which can cluster text streams in time.
Yin et al. [6] proposed one-pass-based clustering method
based on the Dirichlet process multinomial mixture model.
Kumar et al. [1] integrated semantic information for
topic-based clustering, which can handle “word ambiguity”
problem effectively.

Although both the batch-based and one-pass-based meth-
ods have obvious advantages, their disadvantages are equally
notable. For the batch-based methods, its real-time for dealing
with large-scale text stream is usually a big question. For
the one-pass-based methods, they cannot handle the sparse-
ness problem of short texts very well. In contrast with the
batch-based and one pass-based method, we aim to propose a
novel short text stream clustering method, which can integrate
both of their advantages. We incorporate the episodic mem-
ory module and sparse experience replay module of lifelong
language learning into the clustering process. The ability to
continuously learn and accumulate knowledge throughout a
lifetime and reuse it effectively to adapt to a new problem
quickly is a hallmark of general intelligence [19].

IIl. SHORT TEXT STREAM CLUSTERING

In this section, we introduce the common framework of short
text stream clustering based on the Dirichlet model, denoted
as Dirichlet-based clustering methods.

Formally, a text stream is continuous arrival of texts over
time: S = {s,};2,, with a vocabulary V, where s, represents
a text arrived at time ¢. The aim of the clustering task is to
assign a cluster label for each text: Z = {z;}7° |, where z; is the
cluster label of text s;. In general, the number of cluster labels
is much less than the number of texts. For most short text
stream clustering methods, they assume that each text only
belongs to one topic, so z; N z; = ¥, where i # j.
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Dirichlet-based clustering methods adopt the Dirichlet pro-
cess to model the data. The Dirichlet process [20] is a stochas-
tic process, most commonly used as a prior for mixture
models, which is widely used in nonparametric Bayesian
models. In the generative process, clusters and words are
drawn from the multinomial distributions of the mixture
model, and the Dirichlet process is the prior of these multi-
nomial distributions, namely, cluster-word distribution ¢ and
document-cluster distribution 6 as prior distribution with
parameter « and .

The mixture weights 6§ = {0}, can be formalized by
60 ~ GEM(y) [21]. In the Dirichlet process, there is no need
to initialize the number of clusters in advance. The Chinese
restaurant process (CRP) [22] is a popular way to explain
this process. Suppose a restaurant has an infinite number
of tables and initially there is no one in the restaurant. The
first customer enters and chooses the first table, and the next
customer chooses either the occupied table k with n; people
with a probability of a;’ﬁ or picks an empty table with
a probability of ;{—;, where N is the total number of
customers in the restaurant. Therefore, at each time, new text
is dynamically assigned to the cluster, similarly to the CRP.

The generative process of Dirichlet-based clustering meth-
ods is described as follows:

2|0 ~Mult() t=1,---,00
¢ | B~Dir(B) k=1,---,00
Stlzs, {¢k}/<:o=1 ~ p(stley,)

where Dir is a Dirichlet distribution, Mult is a multinomial
distribution, and z; represents the cluster label assigned to text
St.

The probability of text s; generated by cluster z; is defined
as follows:

Plsilgs) oc [ Mult(w | ) M

Dirichlet-based clustering method represents a cluster with
the cluster feature (CF) vector. The CF vector of a cluster z
is defined as a tuple {n}(w € V), mg, n;}, where n} is the
number of frequency of word w in cluster z, m, is the number
of texts in cluster z, and n; is the number of words in cluster
Z.

The CF vector presents the following two addible and
deletable properties, as described next.

Addible Property. A text s; can be efficiently added to
cluster z by updating its CF vector as follows.

ny = n; +ng for eachword win s,
m; =m;+1 n; =n; +n,
Here, nﬁf is the number of occurrences of word w in text s;,
and ny, is the number of words in s;.

Deletable Property. A text s; can be efficiently deleted
from cluster z by updating its CF vector as follows.

wo_ W W .
n; = n; —ng for each word win s;

m; =m;—1 n; =n; —ny,
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The execution process of the one-pass-based clustering
methods is shown in Algorithm 1. For the first text, it will
choose a new cluster. The CF vector of this newly created
cluster will be initialized with the first text. Afterward, each
arriving text in the stream either chooses one of the existing
clusters or generates a new cluster according to the probabil-
ity computed by the Dirichlet-based clustering method. When
a new cluster is chosen, the method will create a new cluster
to store the corresponding cluster feature vector. Otherwise,
the method will add the corresponding text into the chosen
existing cluster with the addible property.

Algorithm 1 The One-Pass-Based Clustering Method
Input: § = {s,};°,
Output: Cluster label {z,}7°,

1I: K< ¢

2: for t =1tooodo

3: for Each existing clusters do

4: Compute the probability of s;

5: end for

6: Compute the probability of s; choosing a new cluster

7: Sample cluster index z; for text s;

8: Updating the CF vector of cluster z; with the addible
property

9: end for

The execution process of the batch-based clustering meth-
ods is shown in Algorithm 2. The batch-based method
assumes that the streaming texts come in batch, which can
process the texts in each batch multiple times. When a batch
of texts comes, the batch-based method first obtains an initial
cluster label using the above one-pass-based method. From
the second iteration, the batch-based method first deletes it
from its current cluster with the deletable property. Then,
it reassigns the text to a cluster according to the probability
of the text.

IV. SHORT TEXT STREAM CLUSTERING WITH EPISODIC
MEMORY

Considering the inherent characteristics of short text steams,
we introduce a novel short text clustering method, namely
Lifelong learning Augmented Short Text Stream Clustering
(LAST), to alleviate the sparseness problem of the short text
streams. Our LAST-based method is illustrated in Figure 1.
Compared with the one-pass-based method, we add two novel
modules (episodic memory and sparse experience replay) into
short text stream clustering. Our method LAST is augmented
with an episodic memory module that saves previously seen
texts throughout its lifetime at a certain interval. Experience
replay that randomly chooses the recent active texts from
memory help to enhance the effect of the current clustering.

A. EPISODIC MEMORY

The episodic memory module is a block that stores some pre-
viously seen texts. If we assume that the model has unlimited
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Algorithm 2 The Batch-Based Clustering Method

Input: § = {si}f’: | of batch ¢

Output: Cluster label {z,-}?': | of batch ¢

1: for iter =1 do
Obtain an initial clustering results for {si}ﬁ\’: | using
the one-pass clustering process
end for
for iter=2to/ do
for i=1toN do
Record the current cluster z; of s;
Updating the CF vector of cluster z; with the
deletable property
8: for Each existing clusters do
9: Compute the probability of s;
10: end for
11: Compute the probability of s; choosing a new
cluster
12: Sample cluster index z; for text s;
13: Updating the CF vector of cluster z; with the
addible property
14: end for
15: end for

»
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FIGURE 1. Diagram of LAST model.

capacity, we can store all streaming texts into the memory.
However, this assumption is unrealistic in practice, because it
violates the essence of short text stream clustering. We adopt
a simple writing strategy that writes a new text into the
memory at a certain interval. It is a common phenomenon
that continual texts in text streams have a higher probability
of belonging to the same clustering. The memory only saves
the latest M texts and automatically deletes outdated texts.

B. SPARSE EXPERIENCE REPLAY
Because each arriving text in the stream is only used once,
the one-pass-based short text clustering method suffers from
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the lack of statistical information to capture semantics. There-
fore, at a certain interval during the process of clustering,
we sample the texts from the episodic memory for experience
replay. Since the cluster feature vectors of some clusters are
diminished over time, experience replay will help enhance
the influence of the recent clusters. If we allow the model to
perform experience replay at every timestep, it will consume
much time and violates our purpose. Therefore, we only
sample part of the texts to perform sparse experience replay.
We adopt random sampling to perform sparse experience
replay. In practice, we randomly retrieve 60 texts to update
their CF features every 30 new texts. We only perform
one-pass scanning for the 60 retrieved texts. Besides, each
text of them only chooses one of the existing clusters instead
of a new cluster, because all of them are outdated texts.

C. LAST METHOD

In the subsection, we will describe the details of our proposed
LAST. In the process of sparse experience replay, we set up a
certain interval throughout the clustering period for sampling
stored examples in the memory (lines 3-6). LAST infers the
hidden topics for the current text using any one of the short
text stream clustering methods (lines 7-12). Every five texts
are processed, the Sth text is written into the episodic memory
(lines 13-15).

Algorithm 3 The LAST-Based Clustering Method
Input: § = {s;};2,, replay interval R and store interval E.
Output: Cluster label z, for each text.

I K <0

2: for t =1tooodo

3: if %R = 0 then

4: Sample S examples from memory M.
5: Perform experience replay using clustering
method.
6 end if
7: for Each existing clusters do
8 Compute the probability of s;.
9: end for
10: Compute the probability of s; choosing a new cluster.
11: Sample cluster index z;, for text s;.
12: Updating the CF vector of cluster z;, with the addible
property.
13: if t%E = 0 then
14: Write {s; } into Memory M and delete old texts in
M.
15: end if
16: end for

D. COMPLEXITY ANALYSIS

We compare the counts of scanning of the three kinds of short
text stream clustering methods: batch-based, one-pass-based,
and LAST-based. The difference between them is the time of
scanning the texts. Suppose there are N texts in the stream
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texts. The counts of scanning in the one-pass-based method
are N. For a batch-based method, it needs to iterate many
times for each batch of texts. The counts of scanning in the
batch-based method are I x N, where [ is the number of
iterations. Here, [ is usually a large number, at least larger
than 10. The counts of scanning in the proposed LAST-based
method are N+ | N /R] x E), where R is the replay interval and
E is the number of retrieved texts from memory. In this paper,
R and E are set to 30 and 60, respectively. Let N = 1000 and
I = 10. The counts of scanning in one-pass-based, batch-
based, and LAST-based methods are 1000, 10000, and 2980,
respectively.

V. EXPERIMENTS

In this section, we evaluate the performance of our proposed
method by comparison with batch-based and one-pass-based
methods on three state-of-the-art short text stream clustering
methods, and design experiments to answer the following
questions:

Q1. The effectiveness of the LAST-based method: Do
the proposed LAST-based method outperform the one-pass-
based methods?

Q2. The running time of the LAST-based method: Do
the running time of the proposed LAST-based method out-
performs the batch-based method?

Q3. The factors affecting the LAST-based method:
Experiments on different parameters verify the impact on the
LAST-based method.

A. EXPERIMENTAL SETUP

1) DATASETS

We choose two short text stream datasets for experiments.
The two datasets have been preprocessed by word segmenta-
tion, stop word removal, lowercase conversion, etc., and the
average length matches the size of the short text.

o News: This dataset is the GoogleNews dataset used in
GSDMM [23]. News contains 11109 news titles belong-
ing to 152 topics, with an average length of 6.23.

o Tweet: This dataset is the public dataset Tweets [6],
which includes 30,322 tweets that are closely related
to the 269 query items in TREC 2011-2015 microblog
tracking. The average length of tweets in the dataset is
7.97.

2) EVALUATION METRICS

We employ five widely used metrics to evaluate the clustering
performance: normalized mutual information (NMI), purity,
accuracy, homogeneity, and completeness [24]-[26].

NMI measures the amount of statistical information shared
by random variables. These random variables represent the
cluster assignment and the basic truth group of documents.
NMI is formally defined as follows:

Yo oy ek log(Rhek
3 nelog(5) 30y mi log(4)

NMI= ()
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where n. is the number of documents in class ¢, ng is the
number of documents in cluster k, n.x is the number of
documents in class ¢ as well as in cluster k, and N is the
number of documents in the dataset.

Purity (P) calculate the proportion of the number of cor-
rect clustering samples to the total number of samples.

' 1
Purity = Z max e N ng| (3)
k

Accuracy (A) is used to compare the clustering results
with the real classes of the data. Accuracy measures the
percentage of assigned correct documents to all clusters.

1 N
Accuracy = . Zi 8(ci, map(k;)) “4)

where k; and c¢; represent the clustering result and the real
label corresponding to data x; respectively, map(k;) denotes
the optimal class label distribution, and the Hungarian algo-
rithm [27] is used to achieve the optimal mapping. In addition,
8(a, b) is the indicator function. If a = b, the value is 1,
otherwise it is 0.

Homogeneity (H) represents the proportion of members in
a cluster obtained by the algorithm from the same class in the
truth value group.

H(CIK)
H(C)
where H(C |K) is the conditional entropy of the class
assigned to a given cluster, and H (C) is the class entropy [28].

Completeness (C) is an index of the proportion of mem-

bers of the same class in the truth group that is divided into
the same cluster.

Homogeneity = 1 — 5)

H(K|C)
H(K)
where H(K |C) is the conditional entropy of the cluster

assigned to a given class, and H(K) is the cluster entropy.

The value range of the above metrics is [0, 1], and the
higher the score is, the better the clustering performance.

Q)

Completeness = 1 —

3) METHODS FOR COMPARISON
We choose the following three baselines to verify three kinds
of methods: batch-based, one-pass-based, and LAST-based:

MStream. MStream [6] is based on the Dirichlet process
multinomial mixture model. It includes the one-pass-based
method and batch-based method. The number of iterations
in a batch-based method is set to 10. When the number of
iterations is set to 1, it is changed to the one-pass-based
method.

MStreamF. MStreamF [6] is a variation of MStream,
which clusters text streams by time point with forgetting
rules. Only texts within a limited time range are stored in
memory. The parameters of MStream and MStreamF in the
original paper are set « = 0.03 and B = 0.03. For the
batch-based method, it sets the maximum storage batch to
2 batches, and the number of iterations to 10.
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TABLE 1. Experimental results of all models on two datasets.

Datasets News Tweet

Method NMI H C P A NMI H C P A
Batch 0.855 | 0.843 | 0.868 | 0.751 | 0.716 | 0.842 | 0.828 | 0.841 | 0.689 | 0.608
MStream One-pass | 0.807 | 0.820 | 0.795 | 0.716 | 0.656 | 0.809 | 0.826 | 0.792 | 0.733 | 0.624
LAST 0.84 0.848 | 0.831 | 0.759 | 0.697 0.84 0.856 | 0.825 | 0.773 | 0.663
Batch 0.771 | 0.742 | 0.802 | 0.644 | 0.617 | 0.822 | 0.786 | 0.859 | 0.637 | 0.597
MStreamF | One-pass | 0.708 | 0.706 | 0.710 | 0.608 | 0.550 | 0.803 | 0.792 | 0.813 | 0.685 | 0.607
LAST 0.798 | 0.787 0.81 0.707 0.67 0.819 | 0.802 | 0.837 | 0.685 | 0.624
Batch 0.779 | 0.794 | 0.766 | 0.654 | 0.508 | 0.845 | 0.959 | 0.737 | 0.928 | 0.507
OSDM One-pass | 0.745 | 0.749 | 0.742 | 0.601 | 0.471 | 0.837 | 0.935 | 0.749 | 0.889 | 0.524
LAST 0.765 | 0.802 | 0.729 | 0.671 | 0.490 | 0.840 | 0.961 | 0.734 | 0.930 | 0.517

TABLE 2. The running time of all models on two datasets.

Datasets News Tweet

Batch 682.13 | 3048.43

MStream | One-pass | 46.61 247.05
LAST 97.13 585.62

Batch 429.47 | 1558.67

MStreamF | One-pass 53.60 195.98
LAST 92.12 260.17

One-pass 52.07 195.13

OSDM | "pAsT | 14227 | 55253

OSDM. OSDM is a one-pass-based method, which inte-
grates the word-occurrence semantic information into the
MStream method. We follows the original parameters (¢ =
2¢73, 8 = 4e™> and y = 6e°) used by the authors. To com-
pare the three methods, we add one batch-based method for
OSDM. The number of iterations is also set to 10.

LAST. For the LAST-based method, replay interval R and
store interval E are set to 30 and 60, and the size of episodic
memory is 500.

B. EVALUATION OF THREE KINDS OF METHODS

The results are shown on Table 1. As can be seen,
LAST-based methods outperform one-pass-based methods
in most cases, which verify that the one-pass-based meth-
ods can be improved by incorporating a lifelong learning
mechanism, because sparse experience replay helps allevi-
ate the sparseness problem. Compared with the batch-based
methods, LAST-based methods still achieve good results in
many metrics, since the texts in each batch are fixed in the
batch-based method, and the texts sampled by sparse expe-
rience replay in the LAST-based method are dynamic which
will bring diversity to the learning process. When adopting
the MStreamF method, we can see that the LAST-based
method outperforms the batch-based method on all metrics
on the News corpus.

In conclusion, The LAST-based methods can address
the sparsity problem and obtain good clustering results by
accounting for the lifelong learning mechanism.

We also compare the running time of all models on two
datasets. The experimental results are shown on Table 2.
We see that the one-pass methods achieve the lowest run-
ning time and the batch-based methods are the slowest.
The running times of the LAST-based methods are only
double or triple longer than the one-pass-based methods.
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The LAST-based methods are more effective than the
batch-based methods. The experimental results are per the
complexity analysis.

C. INFLUENCE OF DATA SCALE

In this subsection, we will verify the influence of data scale on
the cluster performance. We will choose the newest OSDM as
a comparison model, and choose the different percentages of
the News and Tweet datasets as a subset to do experiments.
We set the percentages varying from 10% to 100%.

The experimental results between the LAST-based
OSDM (LAST) and the original one-pass-based OSDM
(OSDM) are shown on Tabel 3 and Tabel 4.

We can see that LAST significantly outperforms OSDM
in most cases. As the dataset becomes smaller, the sparseness
problem will have an increasing impact on the performance of
the clustering methods. Compare with OSDM, LAST copes
with the sparsity problem of short texts by performing sparse
experience replay at a certain interval. It suggests that the
lifelong learning of LAST is a very effective means for alle-
viating sparseness.

D. ABLATION STUDY OF LAST

To further analyze the factors affecting the LAST-based
approaches, we do more experiments in this section.
We analyze the three parameters the size of memory
(M), replay interval (R), and the number of retrieving
texts from memory (E). For each experiment, we vary
one parameter and fix the other two parameters. To a
better comparison, we show the results of the one-pass-
based method and the batch-based method as a refer-
ence. Here, we only choose one dataset (News) to do the
analysis.

(1) Influence of the size of memory (M)

We conducted experiments to set the number of the size of
memory M varying from 100 to 100 under fixing the other
parameters (R = 30 and E = 60). Figure 2 shows the NMI
values of the three LAST-based clustering methods on the
News dataset.

We can see that the NMI value increases gradually when
M 1is changed from 100 to 1000. As M increases, it means
that more recent texts are stored into the memory module,
which makes the topic distribution of the sampled texts
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TABLE 3. Clustering results on news subsets using OSDM.

Metric 10% 20% 30% 40% 50% 60% 70% 80% 90% | 100%
NMI OSDM | 0.722 | 0.735 | 0.745 | 0.750 | 0.749 | 0.753 | 0.756 | 0.757 | 0.757 | 0.745
LAST | 0.745 | 0.758 | 0.763 | 0.765 | 0.763 | 0.762 | 0.763 | 0.764 | 0.765 | 0.765
H OSDM | 0.643 | 0.676 | 0.695 | 0.704 | 0.707 | 0.715 | 0.723 | 0.730 | 0.734 | 0.749
LAST | 0.706 | 0.750 | 0.771 | 0.780 | 0.784 | 0.787 | 0.793 | 0.797 | 0.801 | 0.802
C OSDM | 0.810 | 0.798 | 0.799 | 0.799 | 0.793 | 0.793 | 0.790 | 0.786 | 0.780 | 0.742
LAST | 0.787 | 0.767 | 0.755 | 0.750 | 0.743 | 0.737 | 0.735 | 0.733 | 0.731 | 0.729
Purit OSDM | 0.428 | 0.489 | 0.516 | 0.530 | 0.542 | 0.555 | 0.566 | 0.576 | 0.584 | 0.601
WY LAST | 0.491 | 0.565 | 0.606 | 0.623 | 0.635 | 0.643 | 0.653 | 0.660 | 0.667 | 0.671
CA OSDM | 0.409 | 0.456 | 0475 | 0.483 | 0.487 | 0.495 | 0.498 | 0.499 | 0.500 | 0.471
LAST | 0.427 | 0.459 | 0.476 | 0.479 | 0482 | 0.481 | 0.484 | 0.485 | 0.489 | 0.490
TABLE 4. Clustering results on tweet subsets using OSDM.
Metric 10% 20% 30% 40% 50% 60% 70% 80% 90% | 100%
NMI OSDM | 0.777 | 0.773 | 0.798 | 0.800 | 0.808 | 0.818 | 0.828 | 0.839 | 0.843 | 0.837
LAST | 0.789 | 0.785 | 0.801 | 0.826 | 0.831 | 0.836 | 0.840 | 0.844 | 0.843 | 0.840
H OSDM | 0.772 | 0.855 | 0.889 | 0.899 | 0.902 | 0.910 | 0.922 | 0.931 | 0.937 | 0.935
LAST | 0.875 | 0.904 | 0.923 | 0.939 | 0.942 | 0.946 | 0.951 | 0.956 | 0.959 | 0.961
C OSDM | 0.783 | 0.698 | 0.715 | 0.713 | 0.724 | 0.736 | 0.743 | 0.756 | 0.758 | 0.749
LAST | 0.712 | 0.682 | 0.694 | 0.727 | 0.734 | 0.740 | 0.741 | 0.745 | 0.741 | 0.734
Purit OSDM | 0.769 | 0.857 | 0.856 | 0.850 | 0.848 | 0.855 | 0.870 | 0.883 | 0.891 | 0.889
YY1 LAST | 0.805 | 0.853 | 0.879 | 0.900 | 0.901 | 0.902 | 0.912 | 0.920 | 0.924 | 0.930
CA OSDM | 0.567 | 0.543 | 0.511 | 0.485 | 0.494 | 0.510 | 0.514 | 0.536 | 0.534 | 0.524
LAST | 0.522 | 0.489 | 0.501 | 0.531 | 0.536 | 0.531 | 0.531 | 0.539 | 0.523 | 0.517
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FIGURE 2. Influence of the size of memory for the LAST-based methods.
0.86 0.82 0.79
s : = m
0.82 0. 74+ 0.75
0-80%45 40 70 100 0-70 40 70 100 0735 40 70 100
R R R

—O— LAST-MStream —O— LAST-MStreamF

(a). MStream

Batch ---- One pass

FIGURE 3. Influence of replay interval for the LAST-based methods.

more reasonable, and makes the updating of the cluster fea-
ture tuple more reasonable when executing the experience
replays.

(2) Influence of replay interval (R)

By varying the replay interval R, we study the effect of R
in LAST. We set R varying from 10 to 100 under fixing the
other parameters (M = 500 and E = 60). Figure 3 shows the
NMI values of the three LAST-based clustering methods on
News dataset.
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(b). MStreamF

Batch --=- One pass —O— LAST-0SDM

(c). OSDM

Batch ---- One pass

With the increase of R, the number of sparse experience
replay gradually decreases, which weakens the influence of
LAST during the process of clustering. When R increases
to a certain extent (greater than the number of texts in the
dataset), the LAST-based method becomes the one-pass-
based method. We see that the NMI values decrease gradually
with the increase of R. Since the cluster feature vectors of
some clusters are diminished over time, experience replay
will help enhance the influence of the recent clusters. But,
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FIGURE 4. Influence of the number of retrieve texts for the LAST-based methods.

we cannot perform experience replay at every timestep, it will
spend much time. Therefore, we only perform sparse experi-
ence replay at a certain interval.

(3) Influence of the number of retrieve texts from mem-
ory (E)

By varying the number of retrieving texts from memory E,
we study the effect of E for LAST. We set E varying from
0 to 100 under fixing the other parameters (M = 500 and
R = 30).

Figure 4 shows the results on the News dataset. When
E equals 0, the LAST-based method is equivalent to the
one-pass-based method. With the increase of E, we sample
more texts each time to update the cluster feature vectors in
experience replay. In the early stage of clustering, the one-
pass-based method cannot deal with the sparseness very well.
More texts used in experience replay can help to alleviate the
sparsity of a short text stream.

VI. CONCLUSION

In contrast to the existing batch-based method and one-pass-
based method, we proposed a novel Lifelong learning Aug-
mented Short Text stream clustering method (LAST), which
incorporates the lifelong learning mechanism into the short
text stream clustering method. LAST also processes each text
one time, but at a certain interval, it randomly samples some
recent texts of episodic memory to update cluster features by
performing sparse experience replay. LAST can alleviate the
sparseness problem. Since the cluster feature vectors of some
clusters are diminished over time, experience replay will help
enhance the influence of the recent clusters. Experimental
results demonstrate that LAST achieves better performance
with lower complexity on two datasets using five metrics
compared with the batch-based and one-pass-based methods.
In the future, we will explore more retrieval mechanisms to
perform sparse experience replay, e.g., K -nearest neighbors.
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