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ABSTRACT A variety of independent research activities have recently been undertaken to explore the
feasibility of incorporating social networking principles into the Internet of Things solutions. The resulting
model, called the Social Internet of Things, has the potential to be more powerful and competitive in
supporting new IoT applications and networking services. This paper’s main contribution is in sentiment
analysis, which aims to predict aspect sentiments to improve the making of automated decisions and com-
munication between associates in the social internet of things. In recent years, to analyze sentiment polarity
at a subtle level, sentiment classification has become a primetime attraction. Current approaches commonly
use the Long-Short Term Memory network to figure aspects and contexts separately. Usually, they perform
sentiment classification using simple attention mechanisms and avoiding the bilateral information between
sentences and their corresponding aspects. Therefore, the results are not satisfactory. This manuscript intends
to develop a new Bidirectional gated recurrent unit model by depending on natural language processing for
fully-featured mining to perform the aspect-level sentiment classification task. Our proposed model uses the
Bidirectional gated recurrent unit network to acquire the dependency-based semantic analysis of sentences
and their corresponding terms compared to earlier work. At the same time, it proposes a method to learn
the sentiment polarity of terms in sentences. To check out our model’s achievements, we perform several
experiments on datasets, namely, (LAPTOP, RESTUARANT, and TWITTER). Our experiment results
demonstrate that our model has achieved compelling performance and efficiency improvements in aspect
sentiment classification compared with several existing models.

INDEX TERMS Aspect-level sentiment analysis, bidirectional-GRU, SIoT, natural language processing.

I. INTRODUCTION
In the past years, theworld has seen the number of IoT devices
increasing day by day with the internet’s explosive growth.
IoT is a new technology that has changed the old way of
living to a high-tech lifestyle. IoT is an emerging paradigm.
There are a lot of definitions of IoT. IEEE definitions of IoT
are eighty pages long [1]. An environment in which physi-
cal entities are incorporated smoothly and continuously into
knowledge networks and physical entities may become active
participant in the business process. Services are available
to communicate with these smart entities over the internet,
query, change of their state, and any information associated
with them, taking into account security and privacy issues.

The associate editor coordinating the review of this manuscript and

approving it for publication was Massimo Cafaro .

IoT refers to the millions of physical entities around the
world connected to the internet, which enable communication
between devices and sensors. The IoT can be defined as the
expansion of the internet to different sensors and devices.
It can feel the correlation between peoples, machines, and
objects. On the other side, social network (Weibo, WeChat,
Facebook, Twitter, etc.) are famous and widely used appli-
cations and play a vital role in our daily lives. The rise
of Social media has led to rapidly growing user-generated
content. It has given users a medium of social exchange in
various forms; organizations and individuals use the social
web and applications to communicate and interact with their
target audience. In the recent past, with the combination of the
social web and IoT, researchers began a novel design called
Social IoT (SIoT) [2]. The purpose is to use social users’
behaviour or opinions to enhance the functionality of IoT
devices.
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Human activities and sentiments have a close relationship
that plays an important role in daily life and work. Recogniz-
ing people’s point of view or sentiment is useful for comput-
ers in various ways, including developing more humane and
friendly human-computer interaction programs in the social
internet of things [3]. This is why, for decades, sentiment
analysis has gotten more coverage in various contexts of
research. It can be used as an analytical tool for medical [4],
psychological, and social internet of things [5].

The SIoT model depicts an environment in which peo-
ple and smart objects communicate within a social net-
work of relationships [6]. Natural language processing (NLP)
and Machine Learning algorithms are used to derive spe-
cific information from a user’s query or other natural lan-
guage interaction with services to maintain user-friendliness
and bridge human-to-machine perceptions SIoT [7]. Smart
objects can recognize the user’s point of view with natural
language processing (NLP) technology, especially the basic
sentiment characteristics, such as positive and negative [8].
However, identifying sentiment polarity from various texts is
still difficult for computers, limiting smart objects’ efficiency
when communicating with users. As a result, the sentiment
analysis issue in NLP is becoming increasingly concerned by
scholars and IT enterprises [9].

SIoT depends on the topological structure of social net-
works and their entities, defined by intelligent hardware and
users, to create efficient models that can capture social net-
works’ characteristics using social relationships. Such char-
acteristics include useful information about human activities
and actions, which SIoT networks may use in combina-
tion with perceptual monitoring technologies to make intel-
ligent decisions about network implementation and service
enhancements. SIoT may also take advantage of social net-
works’ topology and data to boost the user-friendliness and
connectivity of IoT networks. It can also ease intelligence and
context awareness to support autonomous decision making
and communication among object peers. Figure.1 demon-
strates SIoT’s structure [10].

Social networking sites and applications generally produce
a considerable amount of data, a precious resource that can
help people or machines make decisions by analyzing inher-
ent opinion or sentiment information. These activities are
essential because they have the ability to bring substantial
benefits to the lives of individuals and society. In SIoT, the
biggest challenge is to obtain person to person Conviviality
and interpretation among people by examining user-related
facilities. This advocates us to create suitable strategies for
isolating and understanding the aspect of user-related facil-
ities from natural language to dig out the user’s intrinsic
meaning. We can use computational linguistics and Natu-
ral language processing [2], [3]. Both are powerful tech-
nologies and have been successfully applied in many fields,
such as sentiment analysis, question-and-answering systems,
text classification, machines translation, etc. through these
applications the intrinsic sense of users can automatically
be collected by SIoT which provide crucial information to

FIGURE 1. Framework of SIoT.

human or machines to make the decision about services used
by users.

The goal of the classification of sentiment at the aspect
level is to determine the sentiment toward a product or ser-
vice based on the costumer’s opinion [13]. There are three
sentiment analysis levels, also known as sentiment analysis:
document level, sentence level, and aspect level. In particular,
the aim of document-level sentiment analysis is to classify
sentiments from the entire document, which may be reviews
or other types of text. The goal of sentiment analysis at the
sentence level is to predict the sentiment polarities expressed
in each text’s sentence. Finally, aspect level sentiment analy-
sis includes the classification of sentiment expressed opinions
about a particular function of a product, service, or company.
Aspect-level sentiment classification is more sophisticated
than document-level sentiment classification [14], [12].

How to get accurate sentiment is the biggest challenge
in aspect level sentiment classification if many aspects are
present in a sentence. For example, ‘‘The food was delicious,
but rooms were small’’ there are two aspects namely ‘‘food’’
and ‘‘rooms’’ and opinion words ‘‘delicious’’ and‘‘ small’’
sentence correspond to positive sentiment polarity towards
‘‘food’’ and show a negative attitude towards ‘‘room’’. The
conventional sentiment model cannot do such polarity recog-
nition work due to the lack of bilateral information. Usually,
with their accompanying emotions, a review also includes
different aspects that exist in a dynamic context. In the clas-
sification of sentiments, forty percent of prediction errors
are caused when aspects are not considered [15]. When all
aspects are not taken into account, a common sentiment
classification task will generate a polarity error. In general,
sentiment classification at the aspect level is better than
sentiment classification at the sentence and document level.
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By combining this paper’s theme, we need to focus more
on aspect-related details to improve sentiment classification
performance when dealing with sentiment analysis at the
aspect level.

Recurrent Neural Networks (RNNs) are commonly used
in natural language processing because of their network
memory efficiency, which can process contextual informa-
tion. Typical RNNs include long short-termmemory (LSTM)
and gated recurrent unit (GRU). In this paper, the bidirec-
tional gated recurrent unit (Bi-GRU) based aspect granular
sentiment analysis algorithm is proposed, which integrates
aspect information into the model to pay more attention to
the impact at sentiment classification, thereby improving the
performance of sentiment classification.

Current research has proposed an aspect-based sentiment
analysis SIoT framework [10]. Following their work with the
same problem scope and research goals. We have proposed a
new model in this article for being utilized in their proposed
framework with lower training time and higher performance.
The main contributions of this article are summarized as
follows.
• In this paper, the newmodel is proposed to retrieve infor-
mation within sentences and their corresponding aspect
term for an affective classification task at the aspect
level. If there are several aspects in a sentence, this
model can effectively define the polarity of sentiments.
Ourmodel is muchmore effective as compared to LSTM
for dealing with mixed information from various aspects
in a context.

• The proposed framework can simultaneously create
aspect phrases. In particular, our model can concentrate
on representative words when aspects include several
words and allocate lower weights to auxiliary words,
which is essential for the classification of sentiments.
Our model may concentrate on specific main aspect
terms while ignoring less nominal terms.

• Our experimental findings demonstrate that the pro-
posed framework achieved substantially good perfor-
mance on the Restaurant, Laptop, and Twitter datasets
compared with current models.

The remainder of this article is structured as follows.
Problem scope is discussed in Section II. Related work is
discussed in Section III. Background theory propounded in
Section IV. The detailed description of our model is pre-
sented in Section V. Experiment details are described in
Section VI, and Section VII demonstrates the performance of
our model through some experiments on data sets. And in
Section VIII, result analysis is presented, the training time
comparison is presented in Section IX. In Section X, we dis-
cuss the case study and in Section XI summarize our work.

II. PROBLEM SCOPE
This article aims to create new solutions that depend on useful
and abundant information from social networks to improve
autonomous decision-making and communication capabili-
ties among SIoT object peers. We pay careful attention to

the emotional information found in social network posts and
extract it to capture social users’ behavior and opinions. This
allows SIoT to make more informed decisions and improve
service requirements. Each sentence may include several
aspects rather than only one, and their polarities may clash
(i.e., positive and negative). To determine the correct polarity
of a sentence, it is necessary to mine several aspects of the
sentence. This is incompatible with current approaches at the
text and sentence levels—the latter extracts only one element,
which is insufficient to reflect the sentence’s sentimental
information accurately.

In addition to information of different aspect words, shared
information between sentences and each aspect word is criti-
cal for identifying sentiments and their polarities. As a result,
we will create a new framework for sentiment classification
that takes advantage of shared knowledge between sentences
while also learning valuable information about sentences and
their different aspects.

Thus, this paper aims to create a new approach to perform
the sentiment classification task that takes into account both
the aspectual items in each sentence and the mutual knowl-
edge between the sentence and its aspectual items to deeply
extract the intrinsic semantic and syntactic information of
each sentence that express its sentiment, behavior and atti-
tude. Our problem has two challenges: 1) how to correctly
extract the polarity of each sentence at the aspectual level,
and 2) how to uncover the semantic dependencies of the
sentences and their respective aspectual terms and capture the
mutual knowledge between them. We propose a new model
for performing successful sentiment classification tasks by
overcoming the obstacles mentioned above. We’ve created a
novel framework for extracting mutual knowledge between
sentences and terms in particular. The proposed mechanism
is then used to capture the extracted data’s interrelationships
and finish the aspect-level emotion classification task.

III. RELATED WORK
The numerous methods used in this field. Which can be
divided into supervised methods and unsupervised meth-
ods. Supervised methods mostly based on classifiers such
as CRFs and SVMs, and unsupervised methods based on
words-to-word dependencies or frequency analysis. In terms
of supervised methods, we can find several works in which
the process of aspect withdrawal is carried out based on
sequential learning. The author [16] proposed amethod based
on the CRF and a hierarchical multi-label CRF structure that
builds a collection of the overall view represented by the
analysis and the aspect-specific view represented by each
sentence. In another article [17], Researchers have proposed
lifelong learning methods so that the CRF can use informa-
tion from previous field extraction to enhance its extraction.
A two-step approach is presented in an article [18], based
on a first step for selecting features, both for identifying
sentiment and extraction of aspect, and then for an integrated
configuration that incorporates the effects of three separate
classifiers SVM, ME and CRF.
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Some works have to be quoted when reflecting on unsu-
pervised methods. More recently, two kinds of unsupervised
methods were described in an article [19] and the corre-
sponding expansion [20]. One is based on the aspects of
propagation and opinions through a tree based on the lexi-
cal dependencies between terms. The other is based on the
manipulation of grammar dependencies to classify relations
of aspect-opinion. Both follow specific algorithmic rules
established for communication and use different emotion dic-
tionaries to obtain word-level polarity. The method proposed
in the paper [21] integrates chunks of untagged reviews and
measurement of soft cosine similarity to achieve the task
of detecting aspect category. Approaches such as [22], The
proposed methodology is based on a word-based translation
model for aspect extraction.

Finally, a growing number of researches focused on word
embedding or neural networks have been proposed in recent
years. Such papers’ key concept is to construct neural frame-
works that can learn continuous characteristics and capture
the dynamic relationship among contexts and target terms.
For instance, the framework described in [23] is based on
learning a distributed representation of words and dependent
paths, connecting two words in an embedded space with
a dependent path between them. Then, for a CRF, these
functions are used as inputs. Similarly, the author in [24]
created a dependency-based word embedding for aspect term
extraction, thereby obtaining extended word expressions for
capturing further data. Word embeddings and Recurrent neu-
ral networks are then used in [25]. Convolutional neural
networks are applied in[26]. In [27], the author uses a recur-
rent neural network to extract the aspect. In [28], the author
proposed an algorithm based on a cascaded convolutional
neural network. The first phase deals with the task of aspect
mapping, and the second phase deals with the classification of
emotions. Recursive neural networks are mutually applied to
CRFs in a unified context for the co-extraction of explicit and
opinion words [29]. The proposed approach explores high-
level discriminant features and double propagates data among
aspects and opinion terms, respectively. A long-short-term
memory framework is expanded with pretraining and deep
- learning methods to integrate document-level information
to enhance the performance of sentiment classification at
aspect-level in recent works, such as [30], Inter-aspect asso-
ciations are put into consideration in [31], By simultaneously
classifying all elements in a phrase including temporal depen-
dence processing of their corresponding sentence representa-
tions using recurrent networks.

Recently, aspect-based sentiment has been applied in the
SIoT [10]. The authors [10] proposed a framework that uti-
lizes social networks data for aspect-based sentiment anal-
ysis, enabling IoT devices to better respond to user-related
services. In their work, they also proposed a mutual atten-
tion mechanism model for aspect-based sentiment analysis.
However, since their model uses an attention mechanism for
aspect-based sentiment analysis, it can hinder the wide adap-
tation of this approach in IoT services because it has more

computational overhead due to the attention mechanism. Our
model is efficient as compared with their approach. It can
capture the essential information of the phrase and its subse-
quent aspect words and, simultaneously, for sentiment clas-
sification, make fair use of the reciprocal data between them
without attention mechanism, which enables our approach to
be more efficient.

IV. BACKGROUND THEORY
RNNhas been successfully implemented in different domains
to process sequential data [32]. While most industrial activ-
ities are dynamic in nature. RNNs usually are consid-
ered the ideal alternative model. Consider an input string
(x = x1, . . . ,xT ) a string of hidden vectors (h = h1, . . . ,hT )
and a string of output vectors (y = y1, . . . ,yT ) can be obtained
by using the following equation.

hT = 8 ∪ xt +Wht−1 + b (1)

yt = Vht + c (2)

In the above equation, 8 represents activation function and
element-wise application of sigmoid function, which is typ-
ically the most common activation function. The input-to-
hidden weight matrix represented by ∪ and hidden-to-hidden
weight matrix denoted by W , and the hidden-to-bias vector
is b. V represents the hidden-to-output weight matrix in
equation (2), and c is the output-to-bias vector.

Long-term RNN dependencies are difficult to catch as
the gradients begin to either vanish or burst. Therefore,
many researchers tried to create a more sophisticated acti-
vation mechanism to solve this issue. For instance, the first
time the LSTM unit is designed to get long-term dependen-
cies [32], [33]. Recently, the Gated Recurrent Unit (GRU)
has also been introduced, Compared to LSTM units, its
measurement method is much simpler, and its generalization
performance is excellent [34]. The framework of the LSTM
unit and GRU unit is shown in Figure 2 and Figure 3. For
LSTMs, use output gates to control the amount of memory
content exposed.

ht = ot tanh(ct ) (3)

where ot is the output gate calculated by:

ot = σ (W0. [ht−1, xt , ct ]+ b0) (4)

where σ is a logistic function. By removing a few old mem-
ories and inserting a few new ones, the memory unit ct is
retained.

ct = ftct−1 + it c̃t + bc (5)

The new memories c̃t is:

c̃t = tanh(Wc.[ht−1, xt ]) (6)

By forgetting the gate ft and the input gate it , it can control
the amount of memory deletion and addition.

The ft shall be calculated by:

ft = σ (Wf . [ht−1, xt , ct ]+ bf ) (7)
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And it is calculated by:

it = σ (Wi. [ht−1, xt , ct ]+ bi) (8)

The corresponding bias vectors are denoted by b.

FIGURE 2. Long-Short Term Memory [33].

FIGURE 3. Gated Recurrent Unit [35].

The GRU has no memory cells. It uses gates to regulate the
information flow inside a unit the same as the LSTMunit. The
hidden states ht is a linear combination of previous hidden
states ht−1 and new hidden states h̃t .

ht = (1− zt) ht−1 + zt h̃t (9)

where the update gate that regulates how often the new acti-
vation is modified is zt . A zt is calculated by:

zt = σ (Wz[ht−1, xt ]) (10)

The new activation h̃t is calculated by:

h̃t = tanh(Wh[rt � ht−1, xt ]) (11)

where rt is the forgetting gate, the same as the LSTM update
unit.

rt = σ (Wr . [ht−1, xt ]) (12)

While traditional RNNs only take advantage of previous
information, bidirectional RNNs are able to process informa-
tion in both directions[36], as shown in Figure 4 and Figure 5.
The BRNN output y can be obtained by iteratively computing
the forward hidden sequence Eht and backward sequence

←

h t ,
using the following equations:

−→
ht = 8(W Exhxt +WEhEhht−1 + bEh) (13)
←−
ht = 8(W←−xhxt +W←−h←−h

←−−
ht−1 + b←−h ) (14)

yt = W EhyEht +W←−hy
←−
ht + by (15)

During the training phase of the Bi-GRU, some techniques
were used, which are described below.

FIGURE 4. Conventional Recurrent Neural Network [36].

A. DROP OUT
To prevent the overfitting of neural networks, dropout was
introduced by Hinton et al. During the forward propagation
of the entire neural network. Neurons do not run with a prob-
ability of P. In adopting dropout, and several sub-networks
are contemplated to be trained. This will enhance the perfor-
mance of the trained-network [37].

B. WORD EMBEDDING
A popular representation method is the bag of word scheme
for sentiment analysis and text mining tasks. However, the
bag of words scheme cannot capture the semantic relation-
ships between a text document’s components. Moreover, this
scheme produces a sparse representation of the data with a
high-dimensional feature space. For text classification, word
embedding-based representations are an effective scheme that
can be used in conjunction with machine learning algorithms
and deep learning architectures. The use of word embedding
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can make the representation of text documents more com-
pact and expressive. Word embedding-based representations
provide learning through the distributed representation of
words that exist in the low dimensional space. We use the
real-valued vector to map each word into the low dimensional
space to represent each word’s semantic features. The vector
is given for each word w by w ∈ Rdw×|V |, where dw is a
dimension embedding, and |V| is the size of the vocabulary.
This representation is known as word embedding. The word
embedding is used to tune the model training, which makes
them appropriate for our task[38].

C. GloVe
It is an algorithm for unsupervised learning to obtain vector
representations of terms. Training is conducted on global
word-word co-occurrence statistics from the corpus, and an
interesting linear substructure of the word vector space is seen
in the resulting representations[39].

V. THE BI-GRU FRAMEWORK FOR ASPECT LEVEL
SENTIMENT ANALYSIS
In this section, we try our best to illustrate the proposed
approach for aspect-based sentiment analysis and present a
high-level illustration of the proposed approach in Figure 6.

FIGURE 5. Bidirectional Recurrent Neural Networks [36].

Since RNNs can only process sequences from front-to-
back and not get positional information, it leads to loss
of information. The Bi-RNN adds RNN to process further
information, therefore proposed. Bi-RNN’s basic structure
is primarily to divide an ordinary RNN in two ways. One
forward clockwise order and second is reverse counterclock-
wise order, both RNNS are connected to the same output
layer. This structure provides the whole contextual informa-
tion output layer input sequence. Building a model of Bi-
GRU sentiment analysis at the aspect level requires the input
history to be entered into the forward GRU and backward
GRU simultaneously, thus capturing maximum contextual
information. The positional relationship between the senti-
ment word and the object is crucial sincewe augur the polarity
of a particular phrase’s particular aspect. Therefore, by using
Bi-GRU, we can get better results.

Our model includes five parts, embedding layer,
dropout2d, Bi-GRU, concatenation layer, and feed-forward
layer. Supposing the input sentence is D = {`1, `2, `m−1,
`m, `5, `6, . . . , `n}, the goal of our model is to predict the
sentiment polarity of the aspect term `m and to give the
model a better positional state of aspect term to model we
replace aspect terms with positional token and append aspect
words at the end of the sentence, which can be formulated as
R =

{
`1, `2, β, `5, `6, . . . , `n, lm−1, `m

}
. Where ` is words

in the sentence, β is positional token and `m is aspect terms.
To enhance interaction between a context and an aspect term,
both the context and the

Aspect term is input through the embedding layer, which
contains pre-trained GloVe [39] word vectors 300-dimension.
GloVe is an algorithm for unsupervised learning to obtain
vector representations of terms. The purpose of training is to
use statistical information to find similarities among words
based on the co-occurrencematrix and statistical information.
We let xi ∈ Rk and ti ∈ Rk be the k-dimensional word
vector corresponding to the i-th word in the sentence and
aspect respectively. A sentence and aspect is represented in
low-dimensional vectors as:

x1:h = x1 ⊕ x2 ⊕ . . .⊕ xh (16)

t1:v = b1 ⊕ b2 ⊕ . . .⊕ bv (17)

h is the maximum length of the sentence, and v is the
maximum length of the aspect. Each word of a sen-
tence xi and aspect ti is represented by embedding vectors
(w1,w2, . . . ,wf ). After that, input goes through dropout2d,
which will zero out the entire channel 0.2 randomly on every
forward call. Dropout2d value was set to 0.2 because training
deep learningmodel requires setting hyper-parameters. These
values can be set either manually with experience or auto-
matically [40]. With our prior experience with training deep
learning models, we used the manual method.We found these
values of hyper-parameters worked best in our model with
initial experiments performed on this dataset. Both sentence
and aspect low-dimensional vectors go through Bi-GRU to
obtain hidden states.

ρ = BiGRU (x) (18)

γ = BiGRU (t) (19)

The row-wise average and max value, operations on hidden
states of the aspect term and context sentence are adopted
to guide the generation of word weights. Afterwards, sub-
traction is performed on these. So, we get the hidden rep-
resentations of context and aspect term by performing these
operations.

ξ = avg (ρ) (20)

ϕ = max (ρ) (21)

ς = γ × 0.75 (22)

8 = max (ς) (23)

η = ξ −8 (24)

τ = 8− ϕ (25)
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FIGURE 6. Model Structure.

where ρ is an output of sentence Bi-GRU and γ is an output
of aspect Bi-GRU. In the end, the output from those subtrac-
tions’ final context sentence representation η and aspect term
representation τ are concatenated row-wise as a vector φ for a
softmax classifier. A feed-forward layer is used for projecting
the connected vectors φ into the space of the target three
sentiments S classes. In the feed-forward layer, the dropout
rate was set to 0.5.

φ = [η; τ ] (26)

X = W · φ + b (27)

where W and b is the weight matrix and bias parameters.
The probability of labelling with sentiment polarity is com-
puted by equation (26) that sets the label with the highest
probability of the result. Through all the above processes, the
corresponding sentiment polarity could be analyzed.

ŷ = softmax (X) =
exp (X)∑S
z=1 exp (X)

(28)

A. MODEL TRAINING
To train the model, use backpropagation with a cross-entry
loss function and add an L2 normalization function to the
model to avoid overfitting. Our model is optimized by min-
imizing the loss function of sentiment analysis. The loss
function is given below.

loss = −6t6f y
j
i log ŷ

j
i + λ‖θ‖

2 (29)

where j is the index of the class, which is positive, neutral,
or negative, and i is the index of the sentence. yji represents the
polarity of a particular correct sentiment of the aspect level in
the sentence, ŷji Represents the polarity of the prediction at
the specific aspect level. And λ represents the weight of L2
regularizers, and θ is parameters during model training.

B. EVALUATING METRICS
For evaluating our model’s efficiency, we consider two met-
rics: the first one is accuracy. The second one is the Macro-
F1 score, the first of which is normally used for conventional
classification tasks. The other one is more specific to multi-
class classification tasks, which are described as follows:

Accuracy =
TP+ TN

TP+ FP+ TN + FN

=
TP+ TN

N
(30)

Macro Precision =
1
|c|

∑|c|

j=1

TPi
TPi + FNi

(31)

Macro Recall =
1
|c|

∑|c|

j=1

TPi
TPi + FPi

(32)

Macro− F1 =
2 ∗Macro Precision ∗Macro Recall
Macro Precision+Macro Recall

(33)

where N represents the total number of testing samples and
|C| denotes the number of classes. TP, TN are true positive
and negative, FP, FN are false positive and false negative.

VI. EXPERIMENT
For a fair comparison between our approach and previ-
ous aspect-based sentiment classification for SIoT [10].
We conducted the same set of experiments and on the
same set of three datasets as theirs, namely i) TWITTER
ii) LAPTOP iii) RESTAURANT to test the efficiency of our
proposed model. Restaurant and Laptop datasets are from the
SemEval ABSA challenge containing reviews in the laptop
and restaurant domains, respectively. And Twitter dataset is
collected from social media platforms[41]. Moreover, exper-
iments were performed using Intel Core i5-7200U CPU,
12GB RAM, Samsung 500GB 860 Evo SSD, Ubuntu 20.04,
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TABLE 1. Distribution of sentence aspect pairs in the datasets.

Python 3.7, Notebook 6.1.5, Pytorch 1.7, Pandas 1.2, and
Lime 0.2.

VII. MODEL COMPARISON
We used our model and several other models to compare the
performance of experiments on the three datasets.

A. LSTM
Single LSTM module is used in this method to construct a
sentence without taking into consideration of aspect informa-
tion like GRU.

B. TD-LSTM
Two LSTM modules are used in this model, one forward and
one backward LSTM, to construct the left and right part of
the aspect. The final classification depends on concatenated
context representations of the classification layer[42].

C. AE-LSTM AND ATAE-LSTM
Both are LSTM networkmodels based on attention. To obtain
attention vectors, they use the embedding of aspect words in
order to demonstrate the context and construct attention vec-
tor, ATAE-LSTM integrates embedding of aspect and word
embedding vector [43].

D. IAN
To build the attention vector for the target and the correspond-
ing context, the author uses the context and target’s hidden
state. The result is achieved by combining context and target
representation [44].

E. RAM
It is an attention-based recurrent network that obtains the
sentiment aspect of long-distance separation by using amulti-
attention system [45].

F. IAD
By simultaneously classifying different aspects of a sentence,
including inter-aspect dependencies (IADs), including the
use of recursive networks to handle the temporal dependen-
cies of the corresponding sentence expressions [31].

G. IARM
It uses a gated recurrent unit and an attention mechanism to
generate a statement representation that the entity recognizes
for all aspects. The representation of the same aspect is then
repeatedly matched against other aspects over the memory
network to produce a more reliable representation[46].

H. FANS
To learn enhanced word expressions, first use unigrams,
parts of speech, and word placement methods. The model
can then interactively model context, target, and sentiment
words through a multi-view co-attention network, allowing
the model to learn better multi-view recognition and target-
specific phrase expressions[47].

I. MultiACIA
To generate intersequence representations in contexts and
aspects, this interactive aspect contextual representation sys-
tem relies solely on the attention mechanism[48].

J. MAN
Based on the latest attention-based neural network tech-
niques, uses bidirectional LSTMnetworks rely on rich feature
extraction natural language processing techniques to obtain
semantic dependencies of sentences and their corresponding
aspects[10].

K. LEAN
A lexicon-enhanced attention network that is based on bidi-
rectional LSTM. Which utilizes lexicon information for
enhancing the model’s flexibility and robustness[[49].

L. IGCN
Interactive gated convolutional network uses a bidirectional
gating mechanism-based convolutional network to under-
stand the mutual relation between the aspect and its corre-
sponding sentence[50].

VIII. RESULT ANALYSIS
Table 2 shows that our model achieves better results than
some traditional and attention-based models. LSTMs clas-
sify sentiment polarities at the text level. Determines the
entire sentence’s sentiment polarity and does not cap-
ture aspect information, resulting in the lowest perfor-
mance. As compared with LSTM model accuracy increased
by 10.34 %, 6.6%,10.4% and Macro-F1 increased by
14.66%,5.69%,11.6% in three data sets laptop, restaurant and
Twitter respectively.
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TABLE 2. Lists the experimental accuracy of each model on three datasets.

FIGURE 7. Accuracy and Macro-F1 Comparison of LSTM and our
framework.

In TD-LSTM, two LSTMs are used to model the front
and the left part of the target, considering the target word.
It performs better but still poorly. As compared with the
TD-LSTMmodel, accuracy increased by 7.67%, 4.1%, 3.9%,
andMacro-F1 10.4%, 6.29%, 5.3% increased by in three data
sets laptop, restaurant, and twitter, respectively.

Using aspect object embedding, AE-LSTM produces
attention vectors, and they work better because the attention
function makes the model focus on the target word in a
sentence. As compared with the AE-LSTM model, accuracy
increased by 8.37%, 5.54%, 6.09%, and Macro-F1 7.93%,
8.34%, 6.28% increase in three data sets laptop, restaurant,
and twitter, respectively.

In order to produce attention vectors for the target and the
context, the IAN uses hidden states from the context and the

FIGURE 8. Accuracy and Macro-F1 Comparison of TD-LSTM and our
framework.

FIGURE 9. Accuracy and Macro-F1 Comparison of AE-LSTM and our
framework.

target. As compared with the IAN model, accuracy increased
by 5.33%, 3.48%, 5.05%, and Macro-F1 increased by 6.54%,
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4.59%, 5.64% in three data sets laptop, restaurant, and twitter,
respectively.

FIGURE 10. Accuracy and Macro-F1 Comparison of IAN and our
framework.

The RAM uses a multi-attention mechanism to catch the
sentiment characteristics of long-distance separation to boost
efficiency. As compared with the RAM model, accuracy
increased by 2.62%, 1.82%, 5.2%, and Macro-F1 increased
by 1.93%, 1.73%, 6.22% in three data sets laptop, restaurant,
and twitter, respectively.

FIGURE 11. Accuracy and Macro-F1 Comparison of RAM and our
framework.

The MAN model needs to use mutual attention to obtain
mutual data between sentenced their respective aspects term,
which ultimately adds more complexity to computation.
However, its accuracy and macro F1 are higher. As com-
pared with the MAN model, accuracy increased by 2.98%,
1.34%, 2.44%, and Macro-F1 increased by 1.35%, 1.58%,
3.39% in three data sets laptop, restaurant, and twitter,
respectively.

MultiACIA takes aspect information into account in the
modelling of sequence representations and uses a multi-layer
attention stacking structure to continuously extract features
in its context that are relevant to particular aspects. It’s accu-
racy and macro F1 are much higher. As compared with the
MultiACIA model, accuracy increased by 1.84%, 0.54%,
2.16%, and Macro-F1 increased by 3.04%, 0.4%, 4.12% in
three data sets laptop, restaurant, and twitter, respectively.

FIGURE 12. Accuracy and Macro-F1 Comparison of MAN and our
framework.

IX. TRAINING TIME COMPARISION
Our approach and baseline approaches experiments were
performed using Intel Core i5-7200U CPU, 12GB RAM,
Samsung 500GB 860 Evo SSD, Ubuntu 20.04, Python 3.7,
Notebook 6.1.5, Pytorch 1.7, Pandas 1.2, and Lime 0.2.

FIGURE 13. Accuracy and Macro-F1 Comparison of multiACIA and our
framework.

In table 3, training time comparison LSTM performed the
best due to it’s less computational architecture. However, our
approach with little extra training time can performmuch bet-
ter in accuracy and Macro-F1 than LSTM. Other techniques
that utilize attention mechanism, due to their additional atten-
tion mechanism computational overhead, our approach com-
pared to those approaches performed better in training time,
accuracy, and Macro-F1 because When an attention layer is
applied, a lot of computation is incurred. That is because
all the hidden states must be considered, concatenated into a
matrix, and multiplied with a weight matrix of correct dimen-
sions to get the final layer of the feed-forward connection.
So, as the input size increases, the matrix size also increases.
In simple terms, the number of nodes in the feed-forward
connection increases and in effect, it increases computation.

X. CASE STUDY
We pick some examples from Laptop, Restaurant and Twit-
ter datasets to demonstrate the effectiveness of our model.
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TABLE 3. Training time comparison with baseline approaches.

TABLE 4. Samples from the test set of each dataset with their sentence, aspect, actual sentiment and predicted sentiment.

Table 4 visualizes the weights generated by our model for
each word in context sentence and target aspect. The darker
shade of colour indicates the higher weight on that word, and
the lighter shade indicates the smaller weight. Our model uses
these weights in deciding the sentiment polarity of the target
aspect. We demonstrate a few examples to show how our
Bi-GRU based approach effectively identifies essential words
from the target aspect and context sentence. For detecting
the sentiment polarity, the target ‘‘graphics’’ gives context
sentences of laptop dataset ‘‘Incredible graphics and brilliant
colours.’’ Our proposed model gives more weight to token
‘‘graphics’’ and ‘‘brilliant’’ in the target and context sentence,
respectively, as ‘‘brilliant’’ is a positive word and has the
highest weight, so the model predicted positive sentiment.
Similarly, token ‘‘less’’ and ‘‘accommodating’’ have been
given more importance in detecting the sentiment polarity of
target ‘‘Management’’ in the sentence context ‘‘The Manage-
ment was less than accommodating.’’ and since ‘‘less’’ token
has negative sentiment in this context. Hence, the model gave
it the highest weights and predicted negative sentiment. For
the target ‘‘Google Wave’’ in the Twitter dataset context sen-
tence ‘‘Google Wave - gwt is probably a wrong technology

choice’’, it’s obvious ‘‘wrong’’ is more critical for expressing
the target than the other tokens as it carries more information
than other tokens and model gave that token highest weights
and predicted negative sentiment.

XI. CONCLUSION
With the rapid growth of artificial intelligence technologies,
the amalgam of artificial intelligence and SIoT has shown
an appealing future development. Reviewing the data based
on user opinions would boost communication and make an
autonomous decision between SIoT object peers. In this
article, we have proposed a deep learning strategy for the
prediction of entity sentiment. In order to construct the feature
vectors for words in opinion sentences, our model used a
Bi-GRU architecture comprising the GloVe word embedding
layer. Two GRU layers (forward GRU and reverse GRU) get
the feature vector from the input, making the best use of
the information in the tags before and after each word. The
performance of the proposed model is significantly improved
compared to other previous models.

Finally, while the proposed model achieves excellent effi-
ciency, we intend to conduct the various pretraining word
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embedding technologies to feed our Bi-GRU model as future
work. Besides, to get more effective results, we would like to
explore alternative variant models of RNN for our problem.
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