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ABSTRACT Classical cryptographic schemes in use today are based on the difficulty of certain number
theoretic problems. Security is guaranteed by the fact that the computational work required to break the
core mechanisms of these schemes on a conventional computer is infeasible; however, the difficulty of
these problems would not withstand the computational power of a large-scale quantum computer. To this
end, the post-quantum cryptography (PQC) standardization process initiated by the National Institute of
Standards and Technology (NIST) is well underway. In addition to the evaluation criteria provided by NIST,
the energy consumption of these candidate algorithms is also an important criterion to consider due to the
use of battery-operated devices, high-performance computing environments where energy costs are critical,
as well as in the interest of green computing. In this paper, the energy consumption of PQC candidates
is evaluated on an Intel Core i7-6700 CPU using PAPI, the Performance API. The energy measurements
are categorized based on their proposed security level and cryptographic functionality. The results are then
further subdivided based on the underlying mechanism used in order to identify the most energy-efficient
schemes. Lastly, IgProf is used to identify the most energy-consuming subroutines within a select number
of submissions to highlight potential areas for optimization.

INDEX TERMS Post-quantum cryptography, energy consumption, digital signature, key encapsulation
mechanism, public-key cryptography.

I. INTRODUCTION
In today’s digital systems, public-key cryptographic
techniques are vital in achieving security goals such as
confidentiality, data origin authentication, and data integrity.
This is made possible by the difficulty of the underlying
mathematical relations which make it computationally infea-
sible to determine one’s private key from their public key.
Most cryptosystems today rely on problems such as integer
factorization and the discrete log problem, two computation-
ally complex problems classical computers cannot efficiently
solve. Given the expansion in quantum computing research
in recent years, it is possible that a large-scale quantum
computer may be realized in the foreseeable future. Under
the quantum paradigm, many mathematical problems which
were once deemed intractable may be easily solved. With
this, much of today’s public-key infrastructure will become

The associate editor coordinating the review of this manuscript and

approving it for publication was Mehdi Sookhak .

obsolete. In order to avoid such a catastrophic breach of
security, the National Institute of Standards and Technol-
ogy (NIST) in 2017 launched its post-quantum cryptog-
raphy (PQC) standardization project [1]. The project had
sixty-four candidate algorithms for Round 1, narrowed the
number to twenty-six for Round 2, and is now at an advanced
stage with fifteen algorithms for Round 3 - seven as finalists
and eight alternatives [2]. NIST’s aim is to develop new
quantum-resistant standards similar to the classical digital
signature and key establishment schemes published in the
Federal Information Processing Standards Publication (FIPS)
186 and NIST Special Publications (SP) 800-56 A and B [3].

Candidate PQC algorithms are evaluated based on
correctness, speed, and size of keys, ciphertexts, and signa-
tures [4]. Although not an official criterion for evaluation
by NIST, the energy consumed by each candidate submis-
sion is also an important metric to consider. This is due in
part by the prevalence of mobile and other battery-operated
devices aswell as high-performance computing environments
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where the energy consumption of software translates directly
into maintenance and cooling costs. Energy efficiency of
software has also gained more attention due to the idea
of green computing, a movement striving to achieve more
environmentally-friendly IT by emphasizing the importance
of energy efficiency from both a software and hardware
standpoint.

A. RELATED WORK
Energy consumption of cryptographic algorithms is not as
widely reported as execution time, a trend that is not unique
to cryptography per say, but of software profiling in general.
As suggested by the authors in [5], there is an increasing
‘‘battery gap’’ motivated by a mismatch between the energy
needed by security processing and the available battery and
processing capabilities. Their work provides the first com-
prehensive energy measurement of SSL/TLS using external
sensors to calculate the energy of the device under test.
More recent works have used software-based energy profiling
techniques similar to those used in this work. For instance,
the RunningAverage Power Limit (RAPL) interface is used to
measure the energy consumed by encryption and decryption
operations for common cryptographic techniques such as the
Caesar Cipher, RSA, AES, and Triple DES in [6]. The authors
in [7] also use RAPL to measure the energy consumption of
lightweight stream ciphers using chaos-based cryptosystems.
In [8], the Intel Power Gadget is used to compare the energy
consumption of elliptic curve point addition and doubling
using different coordinate systems. Thework in [9] also uses a
software-based energy measurement tool known as powerstat
to analyze two implementations of AES CBC to compare the
energy consumed by a basic software implementation of AES
versus one that takes advantage of special x86 instructions on
an Intel platform.

In addition to the PQC standardization, NIST is currently
holding a lightweight cryptography competition in which
candidates are to be evaluated based on metrics including
area, memory, energy consumption, and performance [10].
Despite the importance of energy consumption in settings in
which lightweight ciphers would be used, few of the candi-
date algorithms have reported this metric in their submission
packages opting to instead focus on latency and area metrics.
For those Round 2 lightweight candidates that have reported
energy consumption including [11]–[17], these results have
been reported for hardware implementations of their respec-
tive algorithms rather than software-based designs as has
been done in this work.

Unlike the lightweight cryptography standardization pro-
cess, energy consumption is not an evaluation criterion for
the post-quantum cryptography process. As a result, most
PQC algorithms have published detailed information per-
taining to memory and timing requirements; energy metrics
have not been provided. Although limited, there have been
independent studies on the energy consumed by some PQC
algorithms. The work in [8] compares the energy consump-
tion of Supersingular Isogeny Based Diffie Hellman (SIDH)

post-quantum secure key exchange algorithm against Ellip-
tic Curve Diffie Hellman where it was shown that SIDH
consumes 37 to 47 times more energy compared to ECDH
targeting the same security levels. The author in [18] has
provided energy analyses on a CortexM4 platform for a num-
ber of PQC algorithms with focus directed to mobile energy
consumption. Detailed results targeting the full breadth of
submissions on such a platform is not possible as many algo-
rithms under consideration have only implemented software
for the required Intel x86-64 target platform.

B. SCOPE AND CONTRIBUTIONS
NIST Round 3 candidate algorithms represent about 61.5%
of the Round 2 algorithms (one of the Round 3 algorithms
is a merger of two from Round 2). In this paper we do not
restrict our analysis to Round 3 only, rather we consider
all twenty-six Round 2 candidates. This is rationalized by
the fact that cryptanalysis has already impacted some of
the Round 3 algorithms and NIST has expressed concerns
with a lack of diversity of the algorithms chosen, espe-
cially in the case of digital signature schemes [19]. Sec-
ondly, Round 2 algorithms that did not move forward to
Round 3 include those with similar designs and performance
metrics to their counterparts in Round 3, and those which
simply did not receive enough community attention, prompt-
ing NIST to encourage additional research into many of
those Round 2 schemes, specifically rank-based cryptosys-
tems such as ROLLO and RQC [2].

This paper extends the work completed in [20] in which
the energy of NIST PQC Round 1 candidates were studied.
Many Round 2 algorithms have a variety of changes in their
parameters and optimized implementations compared to their
Round 1 versions such as the LEDAcrypt algorithm which
added an additional optimized implementation exploiting
Intel AVX2 extensions [21] and the GeMSS digital signature
algorithm which added two new parameters shown to be
significantly faster than its Round 1 parameter set [22]. In this
paper, we report energy consumption results not only for the
algorithms’ optimized implementations written in portable
ANSI C, but also for their other implementations, if any,
that are more efficient but platform-specific. While provid-
ing detailed power, execution time, and energy metrics for
most Round 2 algorithms’ parameter sets, our work in this
paper considers various security levels and different security
notions, such as IND-CCA and IND-CPA, which have been
achieved by the algorithms. Energy consumption analysis of
algorithms for different security can be crucial for some pro-
tocols. For example, algorithms achieving IND-CCA security
notions may be able to perform a single key generation step
and continue using that same keypair across multiple encap-
sulation and decapsulation operations, which is however not
the case for those only achieving IND-CPA security. Addi-
tionally, our work provides information related to subroutine
energy consumption to provide greater insight into possible
avenues of optimization.We also provide instructions on how
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to perform these experiments so that they can be repeated by
others in the community.

C. ORGANIZATION
The rest of this paper is organized as follows. Section 2 gives
some preliminaries of the PQC algorithms under study.
Section 3 describes the method by which the energy con-
sumption of each algorithm is captured. The energy profiling
results for each operation are given in Section 4. All respec-
tive analyses, discussions, and internal subroutine energy
consumption data are provided in Section 5. Lastly, conclud-
ing remarks are provided in Section 6.

II. PRELIMINARIES
A. PQC ALGORITHM FUNCTIONALITY AND SECURITY
For the energy analysis performed, all twenty-six algorithms
from Round 2 of NIST’s PQC Standardization Process are
considered. Details of these algorithms along with their spe-
cific parameter sets are available online on NIST’s web-
site [23] and are not reviewed here for brevity. The algorithms
under study target key encapsulation or digital signature oper-
ations. Each of these cryptographic functions requires a triple
of algorithms as stated below.

Key Encapsulation Mechanisms (KEM) provide a means
by which two parties can establish a shared secret. There are
three main operations in each proposed KEM:

1) crypto_kem_keypair produces a public key, pk,
and a corresponding secret key, sk.

2) crypto_kem_enc takes the public key, pk, as input,
produces a shared secret, ss, and a ciphertext of that
shared secret, ct.

3) crypto_kem_dec takes the ciphertext, ct, and
secret key, sk, as input to reproduce the shared secret,
ss, as output.

Digital Signature algorithms provide a method by which
data’s origin can be authenticated. They comprise three main
operations:

1) crypto_sign_keypair produces a public key,
pk, and a private key, sk.

2) crypto_sign creates a signature by taking the secret
key, sk, a message m, as well as its length in bytes,
mlen, as input and produces a signed message, sm,
of length smlen.

3) crypto_sign_open is a routine which verifies
a signed message sm, its length, smlen, using the
public key, pk, and the original message, m, of
length mlen.

Based on the parameters specified, the algorithms
adhere to five NIST-defined levels of security, listed
below.

Level 1: Algorithm is at least as hard to break as AES128.
Level 2: Algorithm is at least as hard to break as SHA256.
Level 3: Algorithm is at least as hard to break as AES192.
Level 4: Algorithm is at least as hard to break as SHA384.
Level 5: Algorithm is at least as hard to break as AES256.

B. ALGORITHM CATEGORIZATION AND
IMPLEMENTATIONS
Of the twenty-six Round 2 algorithms, there are seven-
teen KEM schemes and nine digital signature algorithms.
In Table 1 and Table 2, the algorithms are categorized based
on the underlying PQC family, namely lattice, code, rank, and
isogeny for key encapsulation and lattice, multivariate, hash,
and other for digital signature schemes. Such a classification
is quite broad as there are a number of different problems
within each family. For simplicity, this classification is used
as well as the aforementioned functionality and security level
to report the energy measurement data in subsequent sec-
tions of this work. Additional information for each respective
algorithm can be found within the appropriate documentation
cited in Table 1 and Table 2.

TABLE 1. Categorization of KEM schemes based on the mathematics of
the cryptosystem.

TABLE 2. Categorization of digital signature schemes based on the
mathematics of the cryptosystem.

For the purpose of the NIST standardization process, most
algorithms have a number of different parameter sets and
implementations. Each algorithm has at least two imple-
mentations: a reference implementation for algorithm com-
prehension and an optimized implementation to demonstrate
performance [4]. Both are written in portable ANSI C.
Some algorithms have a third realization that makes use of
platform-specific instructions, including Single Instruction
Multiple Data (SIMD) extensions such as any of the Stream-
ing SIMD Extensions (SSE) or Advanced Vector Exten-
sions (AVX) as well as Advanced Encryption Standard New
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TABLE 3. Energy consumed by key encapsulation mechanisms targeting security level 1 in optimized C implementations.

Instructions (AES-NI). In many cases, this additional opti-
mized implementation may only apply to a subset of the
parameter sets belonging to a particular algorithm. The reader
is referred to each algorithm’s respective documentation for
more information on the specific optimizations applied to
each variant.

III. EXPERIMENT METHODOLOGY
A. ENERGY MEASUREMENT OF THREE MAIN
OPERATIONS
Modern Intel CPUs are equipped with the RAPL interface,
a feature which provides access to energy and performance
counters. Depending on the platform, energy measurements
from the system’s sockets (Package), CPU cores and caches
(Power Plane 0), GPU (Power Plane 1), or the energy con-
sumed by memory (DRAM) is available for sampling [48].
To obtain the total timing and energy measurements for each
operation, PAPI, the PerformanceAPI, is used and configured
to support RAPL. PAPI is a platform-independent library
which provides access to performance measurements across
the hardware and software stack [49].

In this work, a simple C main file is written which calls
the three operations required by the cryptographic schemes
being studied. Once the PAPI event set is properly initialized,

the energy and time required for an operation to complete is
obtained. A minimum of 1000 iterations of each operation
are executed. Both the Package and the DRAM energy values
are measured with the results reporting the sum of the two
values. Based on the expected performance of each of the
submissions under consideration, it is anticipated that many
of the candidate algorithms will execute much faster than
the update rate of the tool (~1ms). In these cases, a loop is
used to increase the number of iterations of the algorithm
performed. When profiling for digital signature schemes,
the results will change based on the message that is being
signed. To provide consistent data between tests, a text file
containing 1000 randomly generated 3300 byte messages is
created to be used by all digital signature schemes.1

As mentioned in Section 2, each algorithm must include
an optimized implementation, which is a basic portable C
implementation. In order to make a reasonable compar-
ison between each algorithm, these implementations are
first profiled to give a fair, baseline comparison of all
submitted schemes. This will be referred to as the opti-
mized C implementation. In some cases, the optimized C
implementation is a copy of the reference implementation.

1The files used can be found in the supplemental material of this work.
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TABLE 4. Energy consumed by digital signature algorithms targeting security level 1 in optimized C implementations.

Certain algorithm implementations use assembly instruc-
tions within their optimized C implementations (such as
GeMSS, qTESLA, LEDAcrypt, MQDSS, and HQC). In these
cases, the reference implementation is used as part of this
experiment set. Further, some algorithms provide additional
implementations which have been designed to better show-
case their algorithms’ achievable performance. These addi-
tional implementations may have compiler options which
allow the application to be built using platform-specific
optimizations and instruction-set extensions to target more
modern processors, while others have hand optimized por-
tions of their applications using x86 assembly, and some
have improved performance with customization inherently
related to their algorithm. These implementations will be
collectively referred to as the additional optimized imple-
mentations.The experiments are grouped based on a corre-
sponding security level. When reporting results, each entry
name specifies the specific implementation tested following
the algorithm’s naming conventions. For details about the
differences between these variants, the reader is referred
to the supporting documentation provided in each algo-
rithm’s submission package. In cases where the proposed
algorithm includes multiple implementations targeting the
same security level, results are reported for the lowest
energy-consuming variant.

All experiments have been performed on a 64-bit processor
Intel Core i7-6700 CPU running at 3.40GHz with 8GB of

RAM running Ubuntu 16.04 LTS. To be consistent with
methodologies many of the candidates have used when pro-
filing their own algorithms, all experiments were performed
with only one active CPU core while Hyperthreading and
Turbo Boost were disabled. All implementations have been
compiled using gcc version 9.2.1. In the case of the optimized
C experiments, the goal is to provide a fair, baseline compar-
ison between all implementations. As a result, any -m type
options which may have been included in an algorithm’s
Makefile have been omitted. These options direct the com-
piler to make use of special platform-specific instructions
and extensions [50]. The choice of optimization flag such as
-Ofast and -O3 have been shown to improve the execution
time of software and by consequence, improve the overall
energy consumed [51]. In this work, we choose to build
the optimized C experiment set using the -O3 flag as most
software packages have used this option in their own builds.
In the case of the additional optimized implementations,
candidates have used specialized instructions. Consequently,
these implementations have been compiled with the same
flags provided in each submission package’s Makefile.

B. ENERGY MEASUREMENT OF SUBROUTINES
To gain better insight into an algorithm’s implementation
which contribute most to its energy profile, another set of
experiments is performed on a subset of the optimized C
implementation candidates. Although PAPI could be used to
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obtain function-level energy usage of all candidates, it would
require instrumenting all individual functions comprising
each algorithm operation. To demonstrate which subroutines
are contributing most to an operation’s energy consump-
tion, IgProf is used [52]. IgProf works on the basis of sta-
tistical sampling, leveraging PAPI to obtain measurements
from the RAPL interface at a fixed interval and attribut-
ing the accumulated energy to the current location of code
execution [53]. This experiment is performed on the three
most energy-consuming and three least energy-consuming
algorithms for both the KEM and digital signature schemes
under investigation targeting security level 1.

IV. ENERGY CONSUMPTION RESULTS BY ALGORITHM
The results of the energy consumption of each of the
three operations which comprise the cryptographic algo-
rithms previously described are given. For brevity, only
the level 1 results are shown here. Very few submissions
have targeted level 2; these have been consolidated into
the level 1 results, as well. These algorithms have been
emphasized by an asterisk (∗). For those schemes which
have included parameter sets targeting both level 1 and 2,
only the lower level result is considered. The results target-
ing all security levels can be found in Appendix. At each
level, the most energy-consuming algorithm implementation
is distinguished in red text, while the least energy-consuming
scheme is marked in green. All timing results are reported
in milliseconds (ms) and all energy measurements in milli-
Joules (mJ). The average power is recorded in Watts (W). All
results have been rounded to the third decimal place.

V. ANALYSIS AND DISCUSSION OF RESULTS
To demonstrate the range of energy consumption, the energy
measurement results of the optimized C implementation
experiment set have been plotted against time and distin-
guished by the underlying cryptographic family by color
in Fig. 1 and Fig. 2. Due to the large variance in energy
consumption and execution time of the algorithms studied,
a logarithmic scale is used on both axes. For this same reason,
the median is used as opposed to the average to quantitatively
compare the algorithm families. Most algorithms under study
have a number of variants; the lowest energy-consuming
variant of each candidate is used to calculate the median as
opposed to each individual measurement result. In this way,
the median is not skewed towards the algorithm that has the
most parameter sets. It is observed that lattice-based algo-
rithms have the lowest median energy consumption across
all security levels for the tuple of functions required for
key encapsulation. Taking the level 1 results as an exam-
ple, lattice schemes show 0.639mJ, 0.977mJ, and 0.966mJ
level 1 median energy consumption for key generation,
encapsulation, and decapsulation, respectively. Compared to
code-based schemes at the same level, a 61.858mJ, 1.681mJ,
and 17.137mJ median energy consumption is observed.
Between ROLLO and RQC, the two rank-based algorithms
under consideration, a level 1 median energy consumption

FIGURE 1. Energy consumed by key encapsulation mechanisms of the
optimized C implementation set.

of 3.565mJ, 6.287mJ, and 27.535mJ is seen for key gener-
ation, encapsulation, and decapsulation. On the other hand,
the single isogeny-based KEM scheme studied, SIKE, con-
sumes 263.930mJ, 430.651mJ, and 459.935mJ for the three
functions when considering its level 1 uncompressed variant.

When considering the digital signature submissions, it is
observed once again that the lattice-based submissions are
most energy-efficient. They have the lowest median energy
consumption across all security levels; lattice schemes show
1.259mJ, 3.812mJ, and 0.687mJ level 1 median energy
consumption for key generation, signing, and verification,
respectively. When considering the multivariate algorithms
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FIGURE 2. Energy consumed by digital signature schemes of the
optimized C implementation set.

studied, the median energy consumed for these three func-
tions is 76.335mJ, 69.767mJ, and 52.353mJ. Although the
median energy consumed by multivariate schemes is sig-
nificantly more than the lattice schemes studied for digital
signature computation, there are several schemes which are
very competitive with the lattice-based algorithms, as will
be studied in proceeding sections. There are two digital
signature schemes studied which are based on symmet-
ric primitives including SPHINCS+, a hash-based scheme,
and Picnic, a digital signature algorithm based on symmet-
ric key primitives and zero-knowledge proofs. The lowest
energy-consuming parameter set of the SPHINCS+ algo-

rithm consumes 25.448mJ for key generation, 794.194mJ for
signing, and 13.902mJ for verification at the level 1 secu-
rity target. On the other hand, Picnic can achieve 0.175mJ,
55.006mJ, and 44.668mJ for these three functions. In general,
based on the median values and the plots in Fig. 2, the energy
required to perform verification is less than that to perform
signing.

A. EFFECT OF ALGORITHM ON POWER CONSUMPTION
Power usage on today’s CMOS-based CPUs can be repre-
sented as the sum of dynamic power and static power. The
primary energy consumption is the result of switching in
transistors which is accounted for in the dynamic power and
can be represented as:

Pdyn =
1
2
αCV 2f (1)

where α is a constant related to the activity, C is the capac-
itive load, V represents the voltage, and f the operating fre-
quency. Dynamic power consumption is directly proportional
to the operating frequency so that for a fixed task, lowering
the frequency will lower the power usage [54]. By fixing the
frequency of the test platform, we try to minimize the fluctua-
tions in the measurements obtained. In addition to frequency,
voltage can have a significant impact on the dynamic power
consumption of a CPU. Dynamic voltage and frequency
scaling (DVFS) is a technique used on modern processors
to dynamically scale the operating voltage and frequency
in response to the current workload and temperature [55].
It was shown in [56] that the power consumption of a Skylake
processor, the target platform used in this study, remains
relatively stable despite fluctuations in temperature.

In this work, we measure the average energy, represented
in mJ, and the execution time, measured in ms. The average
power dissipation is represented as the ratio of average energy
consumed over this period of time.

Pavg = Energy/Time (2)

As a result, the energy consumed by an application can be
reduced if the execution time is reduced without significantly
increasing the power dissipation or if the power dissipation is
reduced without a proportional increase in runtime [55]. It is
observed in Fig. 1 and Fig. 2 that there is a strong correlation
between the energy consumption and execution time of each
algorithm. When analyzing the optimized C results, the aver-
age power across all security levels is 15.957W, 15.973W, and
15.743W for key generation, encapsulation, and decapsula-
tion, respectively (see Tables 11-13). In the case of the digital
signature schemes, the optimized C implementations show an
average power of 15.469W, 15.456W, and 15.422W required
to perform key generation, signing, and verification across all
levels (see Tables 14-16).
It is noted that there is not a significant change in the

power consumed by each algorithm. As an example, a relative
standard deviation of about 4% is observed in the power con-
sumption metrics for the additional optimized key generation
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TABLE 5. Energy consumed by key encapsulation mechanisms targeting security level 1 in additional optimized implementations.

TABLE 6. Energy consumed by digital signature algorithms targeting security level 1 in additional optimized implementations.
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TABLE 7. The five most energy-efficient algorithms for key encapsulation mechanisms and digital signature operations considering the optimized C
implementation set. White cell color indicates a lattice scheme, code-based schemes are in blue, multivariate schemes are in gray, hash-based schemes in
purple, and other symmetric schemes are in green.

algorithms studied in this work and approximately a 14%
difference between the maximum and minimum power mea-
surements. This result is quite different from the lightweight
experiments using the ARM Cortex M4 described in [18]
where a relative standard deviation of 22% is observed and
about a 50% difference in the power consumed by the max-
imum and minimum key generation algorithms. Generally
speaking, x86 processors are known to draw more power
than ARM cores. ARM processors are based on a RISC
instruction set architecture (ISA) and are considered to be
power-optimized while x86 processors are based on a CISC
architecture and most are considered to be performance-
optimized. It is shown in [57] that the choice of power or
performance-optimized core design has a greater impact on
the core power consumption as opposed to the ISA itself.
In fact, the authors also show that despite differences in
power, performance-optimized x86-based platforms use only
slightly more energy than power-optimized ARM processors.
In addition to differences in ISA, embedded processors typ-
ically operate at lower frequency, may be fabricated using
different semiconductor technologies, and may use different
data path lengths; these are only a few of the differences
which make it difficult to make a correlation between the
energymeasurements obtained in this work to the energy con-
sumption expected on a low-end embedded processor. There
have been works which have studied the differences in energy
consumed per instruction on x86 and ARM processors, other
studies demonstrating differences in total energy, power, and
performance across various benchmarks on the two differ-
ent processors, as well as projects which show how differ-
ent workloads and resource imbalances lead to unexpected
performance and energy profiles on the power-efficient
processors [57]–[59]; however, this goes beyond the scope
of this work.

B. ENERGY CONSUMPTION AT ALGORITHMIC LEVEL
For each function, the algorithms are ranked by energy
consumption so that a rank of 1 signifies the most
energy-efficient scheme. In this ranking, the lowest

energy-consuming variant of each algorithm is used to best
compare each proposed algorithm against each other. Further,
each ranking is visually distinguished by the underlying
cryptographic family to which the scheme belongs. The
results have been separated based on the implementation
type.

1) KEY ENCAPSULATION MECHANISMS
It is clear in Table 7 that the majority of the most effi-
cient algorithms are lattice-based. In fact, level 2- and
level 4-secure lattice-based submission Three Bears is more
energy-efficient than most level 1 and level 3 submissions
while targeting a higher level of security. Lattice-based
cryptography is generally regarded to be very efficient
and even better performance is attainable using different
variants of the underlying hard problem [3]. When it comes
to the encapsulation operation, however, the energy con-
sumed by code-based schemes such as NTS-KEM and Clas-
sic McEliece are very competitive with their lattice-based
counterparts. Despite having energy-efficient encapsulation
operations, the energy required for key generation within
these schemes is very high. It should be noted, however,
that both of these schemes achieve indistinguishably under
adaptive chosen ciphertext attack (IND-CCA2) security prop-
erties, unlike many of the lattice-schemes studied which have
variants achieving only indistinguishably under chosen plain-
text attack (IND-CPA), as well. As a result, the keypairs
derived by these candidates can be used for long periods of
time which may justify the large amount of energy required.
Although the energy consumption of these schemes is not
as low, code-based cryptographic algorithms are compet-
itive alternatives to lattice-based ones as they have been
well-studied and have few security vulnerabilities [3].

2) DIGITAL SIGNATURE
Table 7 also displays the same ranking process as it per-
tains to the digital signature schemes under study. Although
Picnic, an algorithm which is based on a novel hard prob-
lem based in symmetric cryptographic primitives, is ranked
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TABLE 8. Top energy-consuming subroutines needed for KEM operations. Results are shown for the three least and most energy-consuming candidates.
White cell color indicates a lattice scheme, code-based schemes are in blue, rank-based algorithms in yellow, and isogeny-based schemes in pink.

TABLE 9. Top energy-consuming subroutines needed for digital signature operations. Results are shown for the three least and most energy-consuming
candidates. White cell color indicates a lattice scheme, multivariate schemes are in gray, hash-based schemes in purple, and other symmetric schemes in
green.

best for energy consumption metrics for key generation,
it is quite energy-inefficient compared to the other algo-
rithms when it comes to signing and verification. In fact, its
Picnic2 FS variant consumes the most energy of all algo-

rithms studied when verifying a signature. Based on the rank-
ings, lattice-based algorithms such as Dilithium, qTESLA,
and Falcon are among the most energy-efficient for both
signing and verification procedures. When comparing the
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TABLE 10. The five most energy-efficient algorithms for key encapsulation mechanisms and digital signature operations considering the additional
optimized implementation set. White cell color indicates a lattice scheme, code-based schemes are in blue, multivariate schemes are in gray, hash-based
schemes in purple, and other symmetric schemes are in green. The number in brackets shows the algorithm’s rank in the optimized C implementation set
for ease of comparison.

raw energy measurements, Rainbow is the only scheme
that is more energy-efficient when performing verification
as opposed to signing across all security levels; however,
the lattice-based schemes previously mentioned are still more
efficient at verifying signatures than Rainbow when focusing
on the optimized C experiment set.

C. ENERGY CONSUMPTION OF SUBROUTINES
A single function may contribute to the majority of the
energy consumption. In other cases, the energy profile ismore
uniformly distributed across the different functions which
constitute an operation. In either case, identifying subroutines
which consume the greatest energy are important in future
works aimed at optimizing algorithm implementations for
energy efficiency. In Table 8 and Table 9, the three most
energy-consuming subroutines of the tuple of functions com-
prising key encapsulation mechanisms and digital signature
schemes are reported. These are limited to the three least
and most energy-consuming algorithms contained within the
optimized C implementation set and level 1 security.

1) KEY ENCAPSULATION MECHANISMS
The three most and least energy-efficient schemes from
the optimized C KEM experiment set are lattice-based,
code-based, and isogeny-based. In general, the most
computationally demanding components comprising
lattice-based algorithms are those responsible for modu-
lar arithmetic, more specifically, matrix multiplication or
polynomial multiplication depending on the lattice variant,
as well as a discrete sampling component [60]. This is
consistent with the subroutine energy consumption results
in Table 8 where many functions are concerned with mul-
tiplication such as mac within the Three Bears implemen-
tation, karatsuba_simple within SABER, and ntt
within NewHope. Code-based cryptography is comprised of
binary matrix-vector multiplication operations and like many
number-theory based public-key schemes, its efficiency is
coupled with the efficiency of the underlying field arithmetic

operations. For instance, gf_mul within Classic McEliece
is used to perform field multiplication and makes up a size-
able portion of the decapsulation energy consumption [25].
As isogeny-based cryptography has its roots in elliptic curve
cryptography, the most energy-intensive subroutines within
SIKE are those associated with modular multiplication,
particularly mp_mul and rdc_mont which are used to
perform multi-precision Comba multiplication and efficient
Montgomery reduction using Comba [38]. Other functions
which consume large portions of energy for a particular oper-
ation are more algorithm-dependent. For instance, the major-
ity of the energy required to perform key generation of
LEDAcrypt’s DFRSL parameter set is due to the DFR_test
function, a routine responsible for testing the decryption
failure rate of a keypair [21]. Furthermore, the energy
consumed by the encapsulation operation in FRODO’s
implementation is almost entirely due to the Cipher func-
tion, a standalone AES implementation [26]. Likewise, it was
found that over 60% of the energy consumed by NTRU
Lprime’s encapsulation operation is attributed to a function
responsible for computing division in time independent of the
input operand [32].

Many of the implementations studied use an external
Keccak library which provides access to a family of sponge
functions used for hash functions and extendable output func-
tions including SHA-3, SHAKE, and cSHAKE [61], [62].
Table 8 shows that the energy consumed by the subrou-
tines related to this family of functions can account for
nearly half of the total energy required to perform a cryp-
tographic operation. Although the results in Table 8 are
related to the optimized C implementation set, the use of
processor-specific compilation flags is not expected to sig-
nificantly improve the energy profiles. Most PC-class CPUs
do not have instruction set extensions for these functions in
the same way they support AES and other SHA extensions.
Hardware support for the Keccak family of functions would
provide additional energy savings for the algorithms under
consideration.
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2) DIGITAL SIGNATURE SCHEME
By the nature of hash-and-sign digital signature schemes, it is
expected that a significant portion of energy consumption
will be linked to the hashing algorithm used. It is observed
once again that large portions of energy are attributed
to the Keccak family of functions (see Table 9). Not all
implementations have used a SHA-3 hash function within
their signature scheme. For instance, SPHINCS+, a hash-
based signature scheme, has submitted variants of their algo-
rithm which use SHAKE, SHA-256, as well as the Haraka
family of hash functions. The Haraka variant of the scheme
uses the Haraka short-input hash function which is based on
AES and is not a NIST-approved hash function [47]. The
majority of the energy spent in these operations is due to the
function aesenc which is required for the AES encryption
steps [47]. Due to hardware-accelerated components avail-
able on most modern x86 platforms, this metric can be sig-
nificantly improved, as will be discussed in the next section.

When observing the results related to the GeMSS sub-
mission, the three top energy-consuming functions are all
supplied by the NTL library. NTL is an external C++
library which supplies data structures and algorithms used
by GeMSS for polynomial arithmetic over finite fields [22].
The external library is only used throughout their refer-
ence implementation while this arithmetic has been writ-
ten by the algorithm’s authors using assembly optimizations
in their additional optimized implementation. Additionally,
it is seen that the batch_quad_trimat_eval_gf16
function, required by Rainbow Classic, constitutes over 80%
of the energy required for verification. These functions
are concerned with batched matrix operations required for
the scheme [46]. Lastly, in submissions such as GeMSS,
Picnic, and Rainbow, it is observed that the energy con-
sumed by the top three functions does not make up a very
large proportion of the total energy consumption. This sug-
gests that future works targeting energy optimization will
need to be distributed across multiple subroutines within the
implementation.

D. ON ADDITIONAL OPTIMIZED IMPLEMENTATION
IMPROVEMENTS
Unlike in the optimized C implementations, the additional
optimized implementations have been compiled to make use
of platform-specific instructions and optimizations. One such
improvement which has been used by many of the algorithms
studied is the use of SIMD instructions such as Advanced
Vector Extensions (AVX) and Streaming SIMD Extensions
(SSE). These instructions use dedicated large registers rang-
ing in width from 128 to 512 bits (depending on the plat-
form) so that a single operation can be applied to multiple
operands simultaneously [63]. These vectorized instructions
can achieve software parallelization without the use of multi-
ple physical or logical cores (thread parallelism). Despite the
incremental power which may be observed when using these
instructions, using AVX can be more energy-efficient due

to the increased performance achievable [64], [65]. In some
cases, the use of SIMD instructions has been shown to be
more energy-efficient than thread parallelization techniques
on Intel platforms [66].

In addition to the use of vectorization, modern Intel plat-
forms also provide instruction set extensions to specifically
improve the performance of cryptographic-related applica-
tions. The Advanced Encryption Standard New Instructions
(AES-NI) offer hardware support of AES encryption, decryp-
tion and key expansion [67]. AES-NI enables significant
acceleration of AES compared to a pure software imple-
mentation and can offer increased protection against certain
side-channel attacks [67], [68]. This improvement in per-
formance also translates to a reduced energy footprint; in
fact, it was shown in [9] that AES-NI can achieve up to
13.5x better speed over a software-based implementation of
AES at a 90% reduction in energy consumption. In addition
to AES hardware acceleration, Intel platforms also support
the carry-less multiplication instruction set (CLMUL) [69].
These instructions allow for efficient polynomial multipli-
cation over binary finite fields, a fundamental operation in
both the symmetric and asymmetric cryptography space. The
Secure Hash New Instructions (SHA-NI) are another exam-
ple of a hardware-accelerated x86 extension available from
Intel to improve cryptographic arithmetic. These SSE-based
instructions can improve both the performance and power
consumption of SHA-1 and SHA-256 [70]; however, this
extension is not supported on the target platform used in this
work.

In Table 10, the algorithms are ranked by energy consump-
tion pertaining to the additional optimized implementation
set. Again, a rank of 1 indicates the lowest energy-consuming
algorithm and each ranking is visually distinguished by the
underlying cryptographic family by color. A number in brack-
ets is provided within each entry; this number represents the
scheme’s rank in the optimized C implementation for ease of
comparison. It should be noted that it was not required for
algorithms to have an additional optimized implementation.
As a result, the comparison here is limited to those schemes
for which one is provided.

Significant improvements in rankings are observed for
a number of KEM algorithms between their optimized C
and additional optimized implementations. For instance,
Round5 [35] through its use of AVX instructions to improve
matrix multiplications and AES hardware acceleration has
shown between 73% and 80% reduction in energy con-
sumption for level 1 key generation, encapsulation, and
decapsulation for its ring variant with no forward error
correction (ND 0d). Another candidate whose energy effi-
ciency has improved due to the use of vectorized instructions
is NTRU-HRSS [31] where a 88% and 97% savings in energy
consumption is observed for encapsulation and decapsulation
operations, respectively. ClassicMcEliece [25] has also made
use of vector instructions within its additional optimized
implementations, offering both SSE- and AVX-optimized
implementations. Through the experiments performed, it is
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observed that the AVX-optimized implementation is more
energy-efficient than the SSE variant; a 63% improvement
in energy consumption is seen for the AVX-optimized encap-
sulation operation whereas only a 57% improvement is seen
for the same algorithm using SSE-based optimizations. This
is also the case for NTS-KEM [33], another code-based
scheme which has offered both AVX- and SSE-optimized
implementations.

Kyber tops almost all categories being evaluated. Their
algorithm has been designed with an additional ‘‘90s’’ variant
which has been designed specifically to make use of sym-
metric primitives such as AES and SHA-2 which can make
use of hardware-accelerated instructions [28]. While their
‘‘90s’’ variant was more energy intensive than the version
of Kyber reliant on the SHAKE family of functions in the
optimized implementation experiment set, the ‘‘90s’’ variant
is between 36% and 42% more energy-efficient than the
SHAKE variant across level 1 key generation, encapsulation,
and decapsulation when considering the additional optimized
implementations.

When considering the additional optimized digital signa-
ture algorithms in Table 10, most of the ranked positions
are now occupied by multivariate-based signature schemes as
compared to the optimized C implementation set which was
mostly occupied by lattice-based algorithms (see Table 7).
Notably, the Rainbow algorithm, which was mentioned to be
the only scheme that was consistently more energy-efficient
at performing verification as opposed to signing, tops the
rankings of both signing and verification operations at secu-
rity levels 1 and 5. The hash-based SPHINCS+ implemen-
tation has shown one of the largest improvements in energy
consumption which can be partially attributed to its use of
symmetric primitives other than the Keccak family of func-
tions [47]; it has made use of the Haraka hash function in
its level 1 target which has been specifically designed to
be very efficient on platforms supporting AES-NI instruc-
tions [71]. SPHINCS+’s f simple parameter set using the
Haraka hash function has achieved over 97% energy con-
sumption reduction across all three functions comprising
the digital signature algorithm. GeMSS’ schemes have also
shown improvements in energy efficiency resulting from their
use of x86 extensions including PCLMULQDQ, part of the
carry-less multiplication instruction set, to improve multi-
plication of binary polynomials which is a critical opera-
tion in their algorithm [22]. The energy consumption of all
level 1 parameter sets has decreased by over 90% across key
generation, signing, and verification operations between the
additional optimized implementations and the optimized C
counterparts.

VI. CONCLUDING REMARKS
A. ADDITIONAL REMARKS
Designing energy-efficient software has gained a lot of inter-
est in recent years; however, designing software from an
energy efficiency standpoint is often complex due to the

number of independent factors involved. As discussed, all
experiments have been performed at a frequency of 3.4GHz
with Turbo Boost and Hyperthreading disabled with only a
single core active. Modern PCs have frequency scaling gover-
nors which can dynamically change the operating frequency
of the CPU depending on the load experienced [55]. Power
dissipation is directly proportional to a system’s operating
frequency. As the computer setup changes, it is expected that
the power will vary. This would naturally have an effect on the
energy consumption of a particular algorithm. Furthermore,
energy is the power dissipation over a period of time. As a
result, designing for reduced execution time can have a direct
effect on the energy consumed; however, this is not always
the case and is highly dependent on the means by which
the speedup is achieved [72]. This is demonstrated in the
results obtained in this work where the power consump-
tion of the additional optimized implementation is almost
always larger than that of the optimized C implementations,
despite using the same computer setup. Although there is
not much documentation regarding the energy consump-
tion of specific operations, there have been studies which
show that the energy consumption between different types
of instructions varies and may influence the total energy of
software [73].

It is also emphasized that the results in this paper have
been categorized by energy efficiency for each security level
only and separated by the operation performed. This is due
to the fact that applications will have different requirements
of the cryptographic scheme they wish to deploy. In the
context of digital signatures, algorithms with efficient sign-
ing would generally be preferred, for example, in wireless
sensor networks where resource-constrained devices must
have a means to transmit authentic data measurements to a
base station [74]. In contrast, applications such as public-key
certification where a single message is signed once and veri-
fied by the masses are ideally designed to have an efficient
verification procedure [75]. In the case of KEM schemes,
algorithms achieving IND-CCA security can make use of
static keys. In contrast, those only achieving IND-CPA secu-
rity need to create a new keypair for each iteration. As a
result, the additional energy required by IND-CCA and IND-
CCA2 algorithms for keypair generation may be justified.
Thus, the focus on which underlying functions should be
optimized from an energy efficiency standpoint will shift
based on the application for which the scheme is deployed.

In this work, only the the package and DRAM energy are
considered. Our methodology can be expanded to study the
energy of other software-based ciphers including lightweight
cryptographic schemes such as [11], [15], [16], [76]. Addi-
tional energy metrics which may be important include com-
munication energy costs. This energy consumption would
largely depend on the bits of transmitted/received data. As a
result, the large key and ciphertext lengths typical of lattice
and code-based schemes may be of greater importance. For
instance, the isogeny-based scheme consumes more energy
for computation than most algorithms under consideration.
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Nonetheless, it may be more desirable based on transmission
energy alone, as noted by the author in [18], as it boasts very
short ciphertext and public-key sizes.

B. CONCLUSION
In this work, the energy consumed by PQC algorithms is stud-
ied by measuring the energy required of NIST’s PQC Round
2 candidates. Results have been categorized by cryptographic
function and proposed security level. Algorithms have been
ranked based on their energy consumption to demonstrate
which schemes are most energy-efficient. Further insights are
shown into the energy consumption profile of a select number
of candidates to demonstrate which subroutines contribute
most to the overall energy consumed. The results show that
lattice-based schemes tend to be very energy-efficient in prac-
tice. When considering signing operations, it is observed that
multivariate-based schemes are very competitive with their
lattice-based counterparts, a trend that is even more evident
when platform-specific optimized instructions are used. It is

important to note that this ranking only provides one metric
of evaluation; a holistic approach should be used when deter-
mining which algorithm best suits an application. It is hoped
that the findings displayed here can identify potential avenues
for future optimizations.

APPENDIX
The full set of results are reported here and categorized based
on security levels 1, 3, and 5. Schemes targeting levels 2 and
4 (marked ∗) have been consolidated into levels 1 and 3,
respectively. For each level, themost energy-consuming algo-
rithm is distinguished in red text, while the least is marked
in green. Timing results are reported in milliseconds (ms),
energy in milliJoules (mJ), and average power in Watts (W).
Table 11 to Table 13 reports energy of the KEM algorithms
and Table 14 through Table 16 displays the data for digital
signature operations of the optimized C implementations.
Table 17 to 19 reports energy of the KEM algorithms and
Table 20 to Table 22 shows the data for digital signature
operations for the additional optimized implementations.

TABLE 11. Energy consumed by key encapsulation mechanisms for key generation operations in optimized C implementations.
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TABLE 12. Energy consumed by key encapsulation mechanisms for encapsulation operations in optimized C implementations.

TABLE 13. Energy consumed by key encapsulation mechanisms for decapsulation operations in optimized C implementations.
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TABLE 13. (Continued.) Energy consumed by key encapsulation mechanisms for decapsulation operations in optimized C implementations.

TABLE 14. Energy consumed by digital signature algorithms for key generation operations in optimized C implementations.

TABLE 15. Energy consumed by digital signature algorithms for signing operations in optimized C implementations.
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TABLE 15. (Continued.) Energy consumed by digital signature algorithms for signing operations in optimized C implementations.

TABLE 16. Energy consumed by digital signature algorithms for verification operations in optimized C implementations.
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TABLE 17. Energy consumed by key encapsulation mechanisms for key generation operations in additional optimized implementations.

TABLE 18. Energy consumed by key encapsulation mechanisms for encapsulation operations in additional optimized implementations.

71312 VOLUME 9, 2021



C. A. Roma et al.: Energy Efficiency Analysis of Post-Quantum Cryptographic Algorithms

TABLE 19. Energy consumed by key encapsulation mechanisms for decapsulation operations in additional optimized implementations.

TABLE 20. Energy consumed by digital signature for key generation operations in additional optimized implementations.
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TABLE 21. Energy consumed by digital signature for signing operations in additional optimized implementations.

TABLE 22. Energy consumed by digital signature for verification operations in additional optimized implementations.
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TABLE 22. (Continued.) Energy consumed by digital signature for verification operations in additional optimized implementations.
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