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ABSTRACT Human activity recognition (HAR) based on wearable sensors has attracted significant research
attention in recent years due to its advantages in availability, accuracy, and privacy-friendliness. HAR
baseline model is essentially a general-purpose classifier trained to recognized multiple activity patterns of
most user types. It provides the input for subsequent steps of model personalization. Training a good baseline
model is of fundamental importance because it has significant impacts on the ultimate HAR accuracy.
In practice, baseline model training in HAR is a non-trivial problem that faces two challenges: insufficient
training data and biased training data. This paper proposes a novel baseline model training scheme to tackle
the two challenges using Deep InfoMax (DIM)-based unsupervised feature extraction and Broad Learning
System (BLS)-based incremental learning, respectively. Experimental results demonstrate that the proposed
scheme outperform conventional methods in terms of overall accuracy, computational efficiency, and the
ability to adapt to dynamic scenarios with changing data characteristics.

INDEX TERMS Human activity recognition, baseline model, broad learning system, DIM, incremental

learning.

I. INTRODUCTION

Human Activity Recognition (HAR) based on sensor data
is a thriving research topic that has a wide range of appli-
cations in fields of health-care [1], security [2] and surveil-
lance [3]. A diverse types of sensors have been used in HAR,
including kinetic sensors, visual sensors, sound sensors, and
radio signal sensors, etc [4]. Among the various types of
sensor modality for HAR, HAR based on wearable kinetic
sensors has attracted significant research attention due to
several advantages in data availability, high accuracy and
privacy friendliness. The first advantage is data availability:
the sensing data is widely available because low-cost kinetic
sensors can be easily embedded into smartphones, smart-
watches or helmets [5]. The second advantage is high accu-
racy as the sensors can directly measure the acceleration
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and angular velocity related to human body movements.
The third advantage is privacy friendliness, which means the
sensing data include little information about users apart from
what is crucial to the HAR task. In this paper, we restrict
our focus on HAR systems based on wearable kinetic
Sensors.

The HAR task is essentially a pattern recognition problem,
to which various types of machine learning methods can be
applied [6]. A particular challenge in HAR is to address the
issue of user diversity. For instance, a model trained on a
data set of teenagers does not perform well on the elderly
because the behavior characteristics of teenagers and the
elderly are very different. In recent years, deep learning (DL)
based methods [4], [7]-[10] have emerged as a promising
solution that have been shown to achieve higher accuracy than
conventional machine learning methods [6]. The advantage
of the DL-based method comes firstly from its capability to
learn deep representations of sensor data with little human
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experience and domain knowledge, and secondly from its
capability to be fine-tuned and personalized for different
users.

A DL-based HAR system typically involves two phases,
as shown in Fig.1. The first phase (the left part in Fig.1)
is to train a baseline neural network (NN) model using an
initial data set, which include labeled data from different
groups of people. In the literature, the baseline model is also
called ‘“‘user-independent model”” [11], which means it is a
general model applicable to all users. However, the generality
of the baseline model comes at a cost of reduced accuracy.
Consequently, a second phase (the right part in Fig.1) is often
used to further personalize the baseline model based on data
from a particular user. It has been shown that personalized
HAR models can significantly improve the accuracy of HAR
tasks [12].

The performance of DL-based HAR systems rely heavily
on the availability and quality of labeled data. It is commonly
assumed that labeled data can be collected in a online fashion
once the HAR system is deployed. However, in practice,
although unlabeled data from wearable kinetic sensors is
widely available, labeled data is difficult to obtain because
it requires a high degree of user participation. Furthermore,
labeled data collected online tends to have a highly unbal-
anced demographic property, which means that much of the
data is concentrated to a small number of active users or cer-
tain types of users. For example, because teenagers are more
willing to interact with the system, labeled data collected
online tends to be biased towards teenagers. In summary,
the quality of labeled data can have significant impacts on
the generality of the baseline model and the accuracy of the
ultimate personalized model.

In the literature, a majority of published work have focused
on the task of training personalized models (i.e., phase
two) [4]. To this end, transfer learning based approaches have
been proposed to deal with the problem of imbalanced data
set, such that labeled data of a particular type of users can also
help to optimize the models for other types of users [13], [14].
Moreover, incremental learning has been proposed not only
to speed up the online training process, but also to pro-
vide the flexibility of learning new classes of user activities
[12], [15]-[21]. It has been shown that incremental learning
approaches can adapt well when the user behavioral pattern
changes over time or a new kind of user activity needs to be
recognized [22].

In contrast to the issue of personalized model train-
ing (i.e., phase two), the issue of baseline model training
(i.e., phase one) has received inadequate research attention
so far. According to a recent study [12], if the baseline model
is not accurate enough in the first place, the second phase
of personalization can hardly improve the accuracy of HAR.
It should be noted that training a good baseline model is a
non-trivial problem. There are two major challenges.

« Insufficient training data: The baseline model is a highly

complex model that needs to accommodate the diversity
of user types (e.g., gender, age, body height), sensor
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embedding methods (e.g., hand-held, limbs, helmet),
and activity types. Training such a model requires a
large volume of labeled data. An initial training data set
generated in experimental settings is insufficient to train
a good industrial-class DL model.

o Biased training data: A common way to enlarge the
training data set is to include labeled data from user
feedback. However, in practice, the user generated data
is often biased towards certain types of users. Biased
training data could result in a biased baseline model that
does not generalize well to all users.

To tackle the common problems of insufficient training
data and biased training data, a wide range of methods
have been proposed. These methods can be broadly catego-
rized into two types: data-oriented and model-oriented. Data-
oriented methods aim to improve the quality of the training
data set. For example, resampling techniques can be used
to perform up-sampling or down-sampling on a particular
class of data, thereby changing the size or composition of
the training dataset as needed [23], [24]. On the other hand,
model-oriented methods aim to design learning algorithms
that can tolerate certain impairments of the data set. For
example, unsupervised learning algorithms can be used for
unlabeled data, transfer learning can be used to complement
an insufficient data set with large data sets in other domains,
and incremental learning can be used for continuous online
learning when the incoming training data is biased. In this
paper, we focus on the model-oriented method only and
propose a algorithm that effectively integrates unsupervised
learning and incremental learning.

This paper aims to propose a method for training the base-
line model of HAR. To our best knowledge, this is the first
paper which directly addresses the problem of baseline model
training in HAR. Our paper tackles the above-mentioned
challenges directly and makes the following contributions.

o To address the first challenge, a novel unsupervised
DL scheme is proposed to learn good representations
from unlabeled sensor data. The DL scheme is based
on enhanced Deep InfoMax (DIM) [25], which aims
to maximize the mutual information between extracted
high-level features and the original data.

o To address the second challenge, a broad-learning
(BL) [26] based incremental learning scheme is pro-
posed to fine-tune the baseline model with streaming
labeled data. A novel technique called random factor
scaling is further introduced to the BL system to enhance
its performance.

o The DIM and BL network is integrated as a holistic
solution for baseline model training and online updating.
Experimental results show that the proposed DIM-BLS
scheme outperforms other approaches in HAR tasks.

The remainder of this paper is organized as follows. Section II
briefly reviews the related work. In Section III, details of the
proposed DIM-BLS model for HAR are presented. Experi-
mental evaluations are shown in Section IV. Finally, conclu-
sions and future work are presented in Section V.
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FIGURE 1. lllustration of HAR systems including online baseline model training and personal model training.

Il. RELATED WORK

HAR is essentially a pattern recognition problem, to which
many traditional machine learning based approaches have
been applied [7]. These traditional approaches rely on either
expert-crafted features [8], [27], [28] or some self-learned
shallow features to train the classifier. However, such fea-
tures cannot sufficiently represent the latent characteristics
of complex human activities [7] and usually become the
performance bottleneck.

In recent years, DL-based methods have drawn increasing
attention in HAR as they can offer higher accuracy than
traditional approaches [4], [29]. The accuracy improvement
comes from their capability to extract non-linear high-level
features from sensor data using deep neural networks, e.g.,
Convolutional Neural Network (CNN) or Long Short-Term
Memory (LSTM) [30], [31]. However, DL-based methods
have several drawbacks. First, DL-based methods require
a complex process of parameter initialization and tuning,
which might significantly increase the computational com-
plexity [4], [7], [9], [10]. Second, the method is data-driven
and relies heavily on the quality of training data. The third
problem is known as the Classifier Flexibility problem, which
means that the method cannot adapt well in dynamic sce-
narios with changing data distributions. For example, a DL
model trained on data from children cannot accurately iden-
tify the activities of the elderly.

The classifier flexibility problem is an essential challenge
in HAR. To tackle this challenge, transfer learning has been
proposed as a primary means to exploit the common knowl-
edge embedded in different HAR tasks. In [32], the authors
combined naive Bayes and SVM to transfer the knowledge
between activities. Morales and Roggen [13] proposed a
model that consists of multiple CNN layers and LSTM layers,
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fine-tuned the model with different freezing layers to achieve
knowledge transfer between different data sets with differ-
ent distributions. Paper [14] studied distribution of sensor
data of HAR and proposed an unsupervised deep transfer
learning approach based on Maximum Mean Discrepancy
(MMD) [33].

Incremental learning is another popular paradigm pro-
posed to address the classifier flexibility challenge in HAR.
In [15], the authors proposed a personalization algorithm
that integrates SVM classification and K-means clustering
method to adjust the model of person A with selected
confident samples from another person B. An approach
named hybrid user-assisted incremental model adaption was
proposed in [34] to address the challenge in a dynamic
smart-home environment. Wang et al. [16] proposed an incre-
mental activity recognition classifier based on probabilis-
tic neural networks (PNN) and adjustable fuzzy clustering
(AFC). In [17], incremental learning and active learning were
adopted to learn from evolving data streams. Several cate-
gories of incremental learning cases were considered in [18]
using the RF-based methods.

In summary, although there is a wealth of HAR literature,
a large body of published work is dedicated to the problem
of personalized model training. In contrast, the problem of
baseline model training is still an under-investigated subject.

Ill. PROPOSED FRAMEWORK FOR HAR

A. GENERAL FRAMEWORK AND TRAINING PROCEDURE
In this section, we propose a novel online learning scheme
for baseline model training in HAR. The general framework
of the proposed scheme is depicted in Fig.1. We consider
a cloud-based HAR system that collects sensor data from
users and updates the baseline model in a timely fashion.
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There are two types of user generated data: unlabeled and
labeled. The former can be collected passively without user
participation, thus it is abundant and covers all user types.
The latter is data with activity labels, which require users to
actively participate in a data labeling procedure. In practice,
only a small portion of users are willing to provide labeled
data with high quality. Therefore, the labeled data set has
a much smaller size compared with the unlabeled data set.
Moreover, the labeled data set is likely to be biased towards
certain user types.

The proposed baseline HAR model has two concatenated
functional blocks: an unsupervised feature extraction block
that applies Deep InfoMax (DIM), followed by an incremen-
tal learning block that applies Broad Leaning System (BLS).
DIM is proposed in 2018 [25] as a novel approach to estimate
and maximize the mutual information between high dimen-
sional data sets. Exact calculation of the mutual information
between high dimensional random variables is numerically
intensive and typically intractable in practice [35]. The main
idea of DIM is to use NNs to estimate mutual information
and train an encoder by maximizing the mutual information
between the input and output. A typical application of DIM
is to use it as an unsupervised feature extraction technique.
It has been shown that DIM outperformed a number of pop-
ular unsupervised learning methods [25] and can be success-
fully applied to many feature extraction tasks [36]-[38].

Compared with other widely applied methods such as
auto-encoder (AE) [39] and reverse generative adversarial
network (GAN) [40], which should train the encoder and
decoder as pairs, DIM does not need to train a decoder. As a
result, DIM is a computationally-efficient solution to solve
the problem of insufficient training data. Besides, kinetic
sensors in HAR could be deployed in multiple body parts such
as hand, head helmet, foot, and body. As a result, the sensor
data could have different inherent features. AE and GAN use
reconstruction error and distribution divergence as the opti-
mization criteria, respectively. In practice, these two criteria
do not work well for the HAR data. Instead, DIM uses mutual
information as the criterion for feature extraction. This is a
general-purpose criterion that better suits the HAR scenario.

The second function block of our proposed scheme uses
BLS. BLS was proposed by Chen and Liu [26] in 2018 as
a computationally efficient incremental learning technique.
BLS establishes a flat network that maps the original inputs
to feature nodes. The feature nodes are further transformed
to enhancement nodes, which can better represent nonlinear
features of the input data. More importantly, through matrix
calculations, BLS is able to perform effective and efficient
incremental learning from new data [26], [41]. As a result,
BLS is a computationally-efficient solution among other pos-
sible choices because its incremental mechanism is based on
linear calculations.

We note that the proposed DIM-BLS framework is delib-
erately designed and tailored to the scenario of baseline
HAR model training. The original BLS suffers from poor
feature extraction performance due to its shallow structure.
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FIGURE 2. The proposed HAR framework with integrated DIM and BLS
functional blocks.

In our framework, this weakness is overcome by DIM, a deep
structure feature extraction module. The proposed DIM-BLS
combination exploits the complementary characteristics of
DIM and BLS. The deep-structure DIM ensures the effective-
ness of feature extraction, while the shallow-structure BLS
ensures the efficiency of incremental learning. Furthermore,
BLS-based incremental learning is introduced into HAR due
to the following merits. First, it enables efficient update of
the baseline model using only the newly incoming labeled
data. In other words, there is no need for time-consuming
model retraining using the entire data set. Second, when the
incoming labeled data is biased toward certain user types,
BLS-based incremental learning ensures that the baseline
model can learn from new data while not losing its capability
with respect to other user types. In other word, the baseline
model does not “forget”” what it has already learned from
historical data.

The training procedure of the DIM-BLS network include
two stages, as illustrated in Fig.2. The first stage (the upper
half in Fig.2) is offline training, in which an initial data set
is used to train the DIM and the baseline model. The second
stage (the lower half in Fig.2) is online incremental training.
This stage initializes the network parameters from the first
stage and refines the baseline model by training it with new
data samples coming one-by-one or small-batch by small-
batch. In what follows, we will explain the proposed func-
tional blocks and training procedure in detail.

B. UNSUPERVISED FEATURE EXTRACTION BASED ON DIM
In both the online or offline learning stages, the input sensor
data is processed by DIM to extract high-level features before
being fed into BLS. In a DIM model, a NN is used to encode
high dimensional data into features with lower dimension.
The DIM model trains the NN to maximize the mutual infor-
mation between the input data and its feature. In [25], it was
shown that apart from considering global features, it may be
useful to maximize the average mutual information between
the encoded features and some local regions of the original
data.
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The rationale of DIM is as follows. Given X and ),
the domain and range of a continuous and (almost every-
where) differentiable parametric function, we define function
Ey : X — ) as a neural network encoder with parameter
v, X = [xDex }i\’: as the training data set, P as the
empirical data distribution, and Uy, p as the marginal distri-
bution induced by pushing samples via the NN. The encoder
is trained respect to the following two criteria.

« Maximize mutual information between data X and it’s
encoded features, including local and global features;
« Match the encoded features with some prior distribution.

Based upon the above objectives of MI maximization
and prior matching, DIM borrow ideas from literature [42]
and [35] to construct an objective function as

argmax(aZy, .y (X; Ey(X)) + — Tz ZIM s (XD Ey (X))

1,02, Y i=1

+ arg min arg maxyﬁp(VHU,/,,P), (1)
v ¢

where Iw y(X; Ey(X)) is a mutual information estimator.
V is a certain prior distribution and D¢ (V||U1/, ]p) is a diver-
gence estimator. Parameters w; and w» are the discriminator
parameters for the global and local objectives, respectively;
M is the number of local feature windows. Symbols «, 8,
and y are hyperparameters. Detailed proof and derivation of
DIM can be found in [25].
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FIGURE 3. Structure and training process of the DIM functional block.

Fig.3 shows the training process of DIM. First, an encoding
network and two discriminator networks are initialized for
evaluating the global and local mutual information. Next,
the loss function is computed according to (1). Here, we fur-
ther impose a sparse constraint on the output features (with a
sparse factor of, e.g., 0.5) to enhance feature extraction. Based
on the above loss function, we construct positive/negative
samples using the method of random scrambling of dimen-
sions [25]. The stochastic gradient descent (SGD) method is
then used to train the network in the offline stage. In the online
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training stage, only the mutual information network is fine-
tuned with the incoming new data stream. We note that if the
new incoming data is insufficient, an oversampling technique
as introduced in [43] could be used to further enhance the
training performance.
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FIGURE 4. Structure of the BLS functional block.

C. BASIC BLS MODEL

As illustrated in Fig.4, the BLS network is constructed
based on the random vector functional link neural network
(RVFLNN) [44], which is a random vector single-layer neural
network with flat functional-link structure. However, differ-
ent from the original RVFLNN, the input data in BLS are
transformed by randomly generated feature mappings before
fed into the network. In addition, the BLS network could be
broaden by adding enhancement nodes into the network. The
general procedure of BLS is as follows. First, a function is
used to convert the input into random features. The features
are further connected to the enhancement nodes by nonlinear
or linear activation functions. Finally, output results are deter-
mined by the direct feed of the mapping nodes along with
the enhancement nodes. The weights of the output layer are
determined by the pseudoinverse of matrices (using efficient
approximation algorithms such as Ridge Regression [45]) or
the back propagation (BP) algorithm.

We assume that the input training set X has N samples and
each sample has M dimensions. The output matrix ¥ belongs
to RVXC, where C is the number of labels. The network
is built with n feature mapping nodes and m enhancement
nodes. The ith group of feature mapping is given by

Zi = ¢i(Xwei + ﬂei)»

where W,, is a N by M matrix and B, is a N by 1 vector. The
entries of W,, and B, are randomly generated. Function ¢;
can be different for each feature mapping node. Let Z"* =

i=1,....n, 2)

[Z,,...,7Z,] denote all the feature nodes, and denote the
mth group of enhancement nodes as
H,, = §u(Z"Wy,, + B, 3

where Wy, and B, are randomly generated. Similarly, func-
tions &; and &, can be different forj # k. The constructed BLS
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network is formulated as

Y = [Zi,...,Z,|E(Z'Wy, + By,
e E@Wy,, + ﬂhm)]W’"
=[(Z,...,Z,H;, ..., H,]W"
= [Z'|H"W"
= A"W"™, )

where the W™ is calculated by the pseudoinverse of Al i.e.
W™ = [Z'H"]TY.

The pseudoinverse of the matrix can be approximately
calculated by the Ridge regression [45].

[Zn|Hm]+ — )}I_IEIO ()\.I _I_ [Z”'Hm][Zn|Hm]T)_1[Zn|Hm]T.
&)

D. INCREMENTAL LEARNING BASED ON BLS
As introduced in [26], incremental learning is achieved
in BLS by changing the network structure to insert
new enhancement nodes or new feature nodes, or simply
update the weights of network by a pseudoinverse method.
An important characteristic of incremental BLS is that only
the weights of new links need to be computed, while the
existing links are left unchanged. In other words, the network
is only partially updated with low computational demands.
In contrast, conventional DL methods typically requires
a computationally intensive update of the entire network
parameters. When new data samples come in, a BLS incre-
mental algorithm is applied to train the network. The train-
ing process, as originally proposed in [26], is adopted and
explained here for the convenience of readers.

Denote X, as the new input dataset. The incremental
features and the corresponding incremental matrix can be
updated as

Ay = [(b(XaWel + ﬂe|)7 SRR ¢(Xawen + ﬂen)|
E(Z;Whl + ﬂhl)’ tt E(Zzwhm + ﬂhm)] (6)

Consequently, the entire BLS matrix, which includes both
the historical and incremental information, is given by

Al‘n
Uy = [ A’%] : @

Matrix U} is also updated by the pseduoinverse
method, i.e.,

U = [(A"T - BD”|B], 8)
where DT = AT AM+
+ .
BT _ (C>,T L if C#0 )
1+D'D)y"'AMHTD, if C=0,

and C = AT —DT A" The new weights of the updated model
can be calculated as

V= W" (Y — ATW™B, (10)

where Y, is the matrix of data labels corresponding to original
data X,,.
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E. REFINEMENT OF BLS

The theoretical foundation of BLS can be traced back
to the random vector functional-link neural network
(RVFLNN) [44], which is a linear feature extraction method.
In the original structure of RVFLNN and BLS, feature nodes
are linear combinations of inputs with different weights.
However, the initial weights of these feature nodes are ran-
domly generated. The linear correlation between the weights
of two feature nodes could become damaging to the perfor-
mance [46]. Consequently, in this paper we propose to refine
the BLS model by introducing random scaling factors and
nonlinear mapping function to each feature window, thereby
reducing the correlation between each feature window output.
Heuristically, we multiply the outputs of feature nodes by
different factors. If two feature nodes have higher correlation,
the difference between their scaling allocated factors will
be greater, such that greater effects of decorrelation can
be achieved after passing through a subsequent non-linear
activation function.

More specifically, a random scaling factor r; is allocated to
each W, where i = 1, ..., n. The basic principle is that the
greater correlation between two feature windows, the larger
distance of the scaling factors is allocated. We let p;; denote
the linear correlation coefficient between W, and W, i # j.
To avoid the undesirable situation where the distance of some
scaling factor is too small, we further enforce the mean value
of the distance to be greater than EZ:?;, wherea < r; < b, Vi.
Base on the above principles, we introduce a linear optimiza-
tion algorithm to generate the random scaling factor ;. The
optimization problem is formulated as

n n M
mr?x Zi:l ijl,j;éi Pij Ir,- - r/| +3 Zi:l di

a<ri<b

n—1 n 1
st. Zi_ll Zj:i+1 !ri - rj| > En(b —a), (11)

M < —-n
2
where there are M clusters of high correlation feature win-
dows and § is a penalty factor. Symbol d;,i € [1,M]is
the greatest correlation in corresponding cluster. After ran-
dom scaling factors allocation, a nonlinear mapping function
(i.e., activation function) is used to further reduce the cor-
relation between feature nodes. The detailed procedure of
correlation reduction is presented in Algorithm 1.

Finally, the above-introduced DIM and BLS functional
blocks are combined to yield the proposed DIM-BLS model.
Moreover, the DIM-BLS algorithm is further optimized
for computational efficiency. The original BLS introduces
an ‘“‘enhancement layer” to perform single-layer non-linear
transform on input data. The purpose of this layer is to let BLS
acquire certain capability of extracting nonlinear features.
In the proposed DIM-BLS algorithm, the non-linear features
of data are sufficiently captured by DIM. Compared with
DNN-based DIM, the enhancement layer in BLS is sim-
plistic and redundant. Therefore, in the integrated DIM-BLS
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Algorithm 1 Correlation Elimination of Feature Nodes in
BLS
Initialization:
Random scaling factor r;,i € [1, n];
Current number of clusters M = 0;
Penalty factor §;
The set of classified feature window S = {s;};
correlation threshold of feature window e = 0.8;
Correlation coefficient matrix p;
Upper and lower bounds of random scaling factor [a,b];
The sum of the interval distances between the scaling
factors sumg;; = 0.
Output:
Random scaling factors allocation result r;, Vi.
1: for sumg;; < 0.5n(b — a) do
2 Generate random factors r; in interval [a, b];
3. Calculate sumgi; = Y1) Yt |ri— |-
4. end for
5: fori,j=1:ndo
6
7
8
9

if p; j > e then
forK =1: M do
if iorj € s then

: Add i, j in si.
10: end if
11: end for
12: ifi ¢ S and M < 0.5n then
13: M+ +
14: Addi,jin spy.
15: else
16: Add @ in Srandom(1,m)
17: end if
18:  end if
19: end for

20: fori=1:ndo
21:  ifi ¢ Sand M < 0.5n then

22: M + +

23: Add iin spy.

24:  else

25: Add i in Srandom(1,Mm)
26:  end if

27: end for

28: fori=1:M do
29:  d;i = max(s;)
30: end for

31: Optimize Eq.(11)

algorithm, the enhancement layer in BLS is removed to
improve the overall computational efficiency. As shown in 5,
two non-trivial refinements are introduced in the proposed
DIM-BLS algorithm to exploit the synergy between DIM
and BLS. The output of DIM will be combined with the
result of feature nodes to form the feature dictionary of BLS.
These feature nodes will be further implemented with random
scaling factors to reduce the linear correlation.
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FIGURE 5. lllustration of the DIM-BLS structure.

In the offline stage, the DIM model is pre-trained by a large
amount of unlabeled data. After that, labeled data samples are
used to fine-tune DIM. The BLS then uses the output of DIM
as extracted features to train its model. In the online stage,
when new data stream arrives, the incremental BLS algorithm
is used to update the entire model.

IV. EXPERIMENTS

In this section, the performance of the proposed HAR scheme
is evaluated for both the offline and online training stages.
First, we will show that the BLS-based methods outperform
other machine learning methods in the offline training stage.
In addition, we will show that the DIM-BLS model yields
superior performance in the online training stage.

A. EXPERIMENTAL SETTINGS

Two public datasets are used for our performance evaluation:
WISDM [47] and HAPT [48]. The WISDM dataset is collected
from 36 users who use single Android phone to conduct sim-
ple activities, i.e., walking, sitting, jogging, standing, walking
upstairs, and walking downstairs. The HAPT' data set is
collected from 60 volunteers who perform daily activities that
include six types of movements: walking, walking upstairs,
walking downstairs, sitting, standing, and laying. Both data
sets have been widely used in the HAR research field.

A total of six representative HAR schemes are evalu-
ated and compared. Among them, two are BLS-based meth-
ods, two are DL-based methods, and two are conventional
machine learning methods. The two BLS-based methods
differ in feature engineering: one uses DIM for unsuper-
vised feature extraction, while the other uses classic expert-
crafted feature extraction methods proposed in [48]. The two
DL-based methods used convolution neural network (CNN)
and long-short term memory (LSTM) NNs as introduced
in [49]. The two traditional machine learning methods also

Here the HAPT dataset is the combination of two datasets (HAR and
HAPT) collected by the same research team. We denote the collective data
set as HAPT.
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rely on expert-crafted features [48] and use support vector
machine (SVM) [32] and random forest (RF) [18] as clas-
sifiers, respectively. We believe that these four methods are
among the most representative methods in the HAR literature
and can well-serve the purpose of performance comparison.

In our experiments, the BLS network is constructed by a
total of 14 x 95 feature nodes and 1 x 11000 enhancement
nodes. The input mapping functions ¢;(-) are linear functions,
while the activation function uses the tansig function [50] to
reduce the correlation of feature nodes. Detailed parameter
settings are presented in Table 1. All experiments are con-
ducted on the same computing platform with a 3.20-GHz Intel
15-3470 CPU processor.

TABLE 1. Hyperparameters.

Models Parameter Value

DIM learning rate A 3e-4
sparse factor 0.5
feature dimension 512
Optimization Adam(Hu et al.,2009)

BLS shrinkage scale s 0.8
penalty factor § 0,3
regularization 230
parameter

SVM penalty factor C 0.073
gamma 30
Kernel RBF

Random Forest number of estimators | 500
splitting criterion gini
max depth 10

Neural Network learning rate A 0.005
number of epoch 300
Loss Function MSE

B. PERFORMANCE EVALUATION OF OFFLINE TRAINING

In the offline training stage, the labeled dataset is used to
train all the six HAR schemes. Results on classification
accuracy and training time are presented in Table 2 and
Table 3. We observe that the two BLS-based models gener-
ally outperform other models in classification accuracy and
training speed. Taking the HAPT dataset for example, the
BLS-based model achieved over 98% overall classification
accuracy, showing 1 to 4 percent improvements compared
with CNN (94.12%), LSTM (93.46%), SVM (96.75%) and
RF (92.67%). For each activity type, the highest accuracy
is given by either the DIM-BLS model or the BLS model.
Similar results are also observed for the WISDM data set,
but with exceptions that CNN and LSTM yield the best
performance in categories of jogging and walking down-stair,
respectively. Nevertheless, the two BLS-based models still
give the best overall performance.
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In terms of training time, the BLS-based models are com-
parable to the traditional machine learning methods, but
far superior to the DL-based methods. For fair comparison,
the operation time of expert-crafted feature extraction is also
taken into account. Take Table 2 for example, the best perfor-
mance is given by SVM, which costs 389.66 seconds. This
is closely followed by BLS and D-BLS, which costs 401.53
and 437.11 seconds, respectively. The training time increases
almost two-times with the RF model and four-times with the
two DL-based models. Experiments over the WISDM dataset
give similar performances as shown in Table 3.
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FIGURE 6. Comparison between DIM and expert-crafted features in
incremental BLS on the HAPT data set.

From the above discussions, we can see that the two BLS-
based models outperform other types of models in general,
validating the feasibility and benefits of using BLS for HAR.
However, at the first glance, it may seem that the DIM-BLS
scheme does not perform better than the classic BLS scheme.
This naturally raises some doubts on the value of DIM-BLS.
To clarify such doubts, we argue that integrating DIM with
BLS brings three key benefits. First, using DIM for unsuper-
vised feature extraction eliminates the need of expert involve-
ments in feature design. This means that the DIM-BLS model
is a more general framework that is applicable to other tasks
apart from HAR. Second, the potential of DIM is fully real-
ized when a large unlabeled dataset is available for model
training. Unfortunately, we do not have access to a large
unlabeled HAR dataset at this moment. Still, we can see
that even with a small data set, DIM is able to give good
enough performance comparable to expert-crafted features.
To further validate this point, we compare the learning curve
of the two BLS-based schemes with DIM-generated features
and expert-crafted using the HAPT data set. The results are
shown in Fig.6, from which we can see that DIM-BLS works
slightly better along the learning curve. Third, using mutual
information as the criteria for feature extraction, DIM can
better cope with the scenario of dynamic online training.
In particular, DIM-BLS can better address the challenging
task of incremental learning with biased data. Our next exper-
iment is designed to demonstrate such a benefit.
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TABLE 2. Performance comparisons in HAPT.

Methods % of Record Correctly Predicted
Activities DIM- BLS SVM RF LSTM CNN
BLS

Walking 99.34 99.18 97.77 95.89 98.85 98.22
Upstairs 95.62 95.86 95.16 89.75 87.26 87.61
Downstairs 97.91 97.98 97.03 90.61 97.11 96.51
Sitting 97.71 97.45 96.28 92.93 90.97 89.64
Standing 98.53 98.52 96.35 94.28 88.62 88.43

Laying 100 100 97.12 92.47 100 100
Overall 98.15 98.06 96.75 92.67 94.12 93.46

Training time(s) 437.11 401.53 389.66 668.01 1344.32 1409.77
TABLE 3. Performance comparisons in WISDV.
Methods % of Record Correctly Predicted
Activities DIM- BLS SVM RF LSTM CNN
BLS
Walking 96.45 96.54 95.26 92.88 93.38 93.74
Upstairs 93.95 94.23 92.98 89.90 93.86 93.77
Downstairs 90.97 91.99 89.78 88.76 92.16 92.03
Jogging 89.82 88.64 87.54 85.79 90.47 90.55
Siting 94.06 95.19 94.82 91.07 87.04 87.15
Standing 94.23 95.47 95.24 90.10 86.45 86.72
Overall 94.59 95.14 93.97 90.11 91.33 91.51
Training time(s) 401.03 378.33 380.61 642.74 1758.94 1686.16

C. PERFORMANCE EVALUATION OF ONLINE TRAINING
The baseline model obtained in the offline training stage is
limited by the initial dataset used to train the offline model.
The purpose of online training is to continuously improve the
baseline model once user-generated labeled data (i.e., new
data) can be obtained from an operating HAR system. In prac-
tice, the user generated data is often biased towards certain
types of users. This means that the incoming data could have
a different distribution with the initial data. The challenge of
online training is to build a baseline model that performs well
on both the initial data and new data.

By carefully rearranging the public dataset (e.g., HAPT),
we are able to create datasets with desirable properties to
simulate an online training scenario. Let P4 and Pp denote
the initial dataset and new dataset, respectively. To simulate
the case of data distribution bias, we use the average unit
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step size as a metric to divide the entire public dataset into
two sub-datasets: the long-step sub-dataset and the short-
step sub-dataset. Intuitively, these two sub-datasets could be
interpreted as datasets for adults and children, respectively.
Subsequently, we let P4 contain all data from the long-step
sub-dataset and a few data from the short-step sub-dataset.
On the other hand, we let Py contain data mostly from the
short-step sub-dataset. This simulates a scenario in which the
initial dataset is biased towards adults, while new data mostly
comes from children. Taking the HAPT data set for example,
after such rearrangement, 35 users are included into P4 and
25 users are included into the Pp.

Data sets P4 and Pp are used to evaluate the online learning
performance of all the six HAR schemes. We first use dataset
P4 to train a baseline model with respect to different schemes.
It is then assumed that new (labeled) data from Pp arrives
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FIGURE 7. Overall accuracy under different data volumes.
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FIGURE 8. Accuracy curves of different incremental learning methods
based on the HAPT data set.

one-by-one as streaming data. The baseline model is then
updated using the new data and tested against all test samples
from both P4 and Pp to calculate its accuracy.

Using the HAPT dataset, the overall performances of six
algorithms are shown in Fig.7 and Fig.8. The X-axis in Fig.8
represents the length of time window, which starts from the
moment just before new data Pp streams in. At the beginning
(i.e., Time 0), the baseline model is trained on P4 and tested
by P4. We can see that all six schemes have relatively high
accuracy around 89.4%. Starting from Time 1, new data Pp
comes in. A sharp fall of accuracy to around 70% is observed
in Time 1 for all six schemes. This is an expected result, which
indicates that models trained on P4 does not generalize well
when the test set is expanded to also include Pp. However,
with the labeled data from Pp keep entering, all six schemes
can gradually learn from the new data and improve their
accuracy.
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In Fig.7 and Fig.8, it is observed that the DIM-BLS scheme
consistently outperforms other schemes. A closer look reveals
that the DIM-BLS scheme establishes its wining margin at
the early beginning of Time 1, where DIM-BLS has the best
recognition accuracy rate of 72.6%, followed by 71.5% of
RF and 70.3% of BLS. This means that DIM-BLS can better
adapt to new data distribution and user types. Because the
BLS scheme performs no better than DL-based schemes,
we infer that the good model generalization capability of
DIM-BLS comes from DIM.
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FIGURE 9. Accuracy curves of different incremental learning methods
based on the WISDM data set.

The online learning performance are also evaluated for
dataset WISDM and shown in Fig.9. Base on the WISDM
dataset, there are 23 users in P4 and 13 users in Pg. Results
show that DIM-BLS consistently outperforms other schemes
by almost 2% in terms of accuracy. This further confirms
the advantage of the DIM-BLS scheme in the online learning
scenario.
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V. CONCLUSION

In this paper, a framework named DIM-BLS has been pro-
posed for baseline model training in HAR. The framework
has been designed to tackle two particular challenges in HAR
baseline model training: insufficient training data and biased
training data. It has been shown that DIM can overcome the
first challenge by effectively learning useful representations
from unlabeled data, while BLS can overcome the second
challenge by means of fast incremental learning. A special
technique called random factor scaling has been introduced
to enhance the performance of DIM-BLS. Experiments on
HAPT and WISDM datasets have shown that the proposed
BLS-based scheme outperformed other types of machine-
learning methods in the offline training stage of HAR. More-
over, the enhanced DIM-BLS scheme can better adapt to
online learning scenarios with varying data distributions.
We conclude that the proposed DIM-BLS framework is a
promising scheme for online HAR baseline model training.
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