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ABSTRACT To improve the robustness of UAVs in rotating and motion scenes, we propose a stereo
simultaneous localization and mapping (SLAM) for UAVs with a new keyframe strategy that differs from
current SLAM systems. Moreover, it has two strategies. 1) In the dominant strategy based on image quality,
we filter and retain the strong feature points in each image frame by our own defined rules; this leads to
longer survival time and attribute invariance in image tracking, and we save the image frames containing
more strong feature points as keyframes. 2) In the secondary strategy based on motion state, we quantify the
motion state during the UAV’s motion (called the compound rotation amount), and characterize the intensity
of the motion. Since we want the UAV to have better robustness in the rotating scene, this strategy generates
keyframes when the compound rotation amount meets the threshold. These two strategies are used to cope
with gentle motion scenes and rotational motion scenes, respectively. Thus, the insertion of our keyframes
is determined by the motion state; our SLAM system is proposed based on the motion state (MS-SLAM).
In the back-end part of the system we construct a new weighted cost function to optimize the pose. Finally,
through comparison experiments on the public dataset EuRoc, we demonstrate that our algorithm is more
advantageous than some current mainstream algorithms. In difficult sequences, our algorithm compares the
absolute trajectory error with ORB-SLAM2, SVO+gtsam, and VINS-Mono, the absolute trajectory error of
our algorithm can be reduced by 87%.

INDEX TERMS Feature point survival time, SLAM, motion state, keyframes selection.

I. INTRODUCTION
Unmanned aerial vehicles (UAVs) require recognition, local-
ization, and obstacle avoidance navigation capabilities for
autonomous missions; accurate localization is the basis for
safe flight and navigation avoidance of UAVs [1], [2]. There
are many solutions to the UAV localization problem, and
one of them is the camera-based simultaneous localization
and mapping (SLAM) method [3]. SLAM solves the prob-
lems of weak GPS signal, limited power, and load of UAVs,
and it achieves localization using only the camera carried
by the UAV. However, the visual localization algorithm for
UAVs suffers from cumulative drift, and the accuracy is
highly susceptible to the effects of lighting and other scene
characteristics. Without relying on other hardware assistance,
the algorithm can easily fail to track in scenes with motion,
such as rotation; and such scenes become a challenge for
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SLAM algorithms. In order to improve the algorithm robust-
ness, many scholars have conducted research on the front end
of the algorithm (depth estimation, keyframes selection, fea-
ture extraction, and matching), back end of the algorithm, and
loop closure detection part of the algorithm [4]–[9], and have
achieved promising results. However, due to the limitations
of the time and scenario in which the study was conducted,
many algorithms have large errors or even tracking failures in
UAV motion scenes. Therefore, in this paper, we propose an
algorithm based on motion state decision keyframes for UAV
motion scenes. The algorithm framework (Fig. 1) is based on
that of ORB-SLAM2, and is divided into four parts: front end,
back end, loop closing, and map building. After ORB feature
point extraction, we filter out the strong feature points. These
points participate in the tracking thread, and the strong feature
points contained in each frame are the condition for us to
evaluate whether the quality of the current frame meets the
keyframe. Then, for the current camera pose, we calculate its
compound rotation amount relative to the reference frame as a
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FIGURE 1. Algorithm framework.

basis for judging whether the current motion state needs to be
added to the keyframe. In the back end, we set a weighted cost
function based on the strong feature points and the compound
rotation amount to better optimize the pose.

The main contributions of this paper are as listed below.

• We propose a method of strong feature point screen-
ing based on the survival time. The method takes the
number of frames that a feature point can be con-
tinuously tracked in a tracking thread as a metric,
which we call life value, and filters out strong fea-
ture points as stable feature points based on the life
value of each feature point. Such feature points have
reliable values and descriptor invariants, and tracking
them reduces cumulative errors; meanwhile, we pro-
pose to use the number of strong feature points as an
indicator of frame quality. Unlike traditional algorithms
that analyze image quality with pixel brightness and
blurring, our method selects keyframes that contain
more information about the previous frames and motion
states.
• We propose a method to quantify the motion state based

on the poses. The method can characterize the degree
of motion intensity of the UAV, which is quantified in
this paper by the compound rotation amount (this is
calculated as the sum of the norms of the change in
the bit pose between two adjacent keyframes). We syn-
thetically consider the degree of change of the motion
state where rotation and translation exist simultaneously,
and then use the Lie algebraic form of the bit pose to
perform the operation. In this paper, we experimentally
verify the feasibility and reliability of this quantization
method.
• We propose a keyframe strategy for UAV visual local-

ization. Unlike the ORB-SLAM2 algorithm, which
generates keyframes based on temporal and spatial
distances, our keyframe strategy takes into account
the image quality and motion state, and adds con-
straints such as the degree of overlap. Our strategy
is based on strong feature points as the main strat-
egy and compound rotation amount as the secondary
strategy, by experimenting on a public dataset, we ver-
ified that our algorithm is more advantageous than
the current mainstream algorithms under this keyframe
strategy.

II. RELATED WORKS
In recent years, there have been several studies on
SLAM-based UAV localization algorithms. For exam-
ple, PTAM [10], a milestone SLAM system, inno-
vatively proposed a framework of front-end tracking
threads and back-end map building threads, and became
the reference standard for many subsequent algorithms.
Blösch et al. [11]–[13] improved PTAM so that it could be
applied to UAVs, but since PTAM is a monocular algorithm
designed for small indoor scenes in AR applications, it could
not operate consistently and effectively in large scenes [11].
In 2014, Forster et al. [14] proposed the SVO algorithm
for UAVs, which is based on the sparse direct method of
visual odometry. The author also proposed a novel depth
filter concept for position estimation of key points to better
compute the positions of feature points; however, in order
to improve the operating speed and make the system more
lightweight, the system does not have a back-end optimiza-
tion and loop closure detection link to loop closure to correct
the drift, and thus the error is large. In 2017, Mur-Artal and
Tardós [15] proposed ORB-SLAM2 with back end and loop
closing; like the PTAM framework, it is also based on the
feature point method for front-end tracking and uses bundle
adjustment (BA) [16] and graph optimization in the back end.
Unlike SVO, it adds complete loop closing and relocation
[17], and utilizes a method based on the binary bag-of-words
[18] for offline training. Thus, they successfully improved
the real-time performance and robustness of the algorithm in
large scenarios, and the algorithm achieved good results on
theUAVdataset EuRoc [19]. Algorithmswith the inclusion of
back end and loop closing continuously generate redundant
information under large scenes and long runs. To improve
system efficiency and reliability, the selection of keyframes
is crucial. Experiments by Leutenegger et al. [20]–[23] all
demonstrated the improvement in system accuracy brought
by keyframe selection. Meanwhile, Nerurkar et al. [24] pro-
posed C-KLAM, which is a maximum a posteriori (MAP)
estimator-based keyframe approach for SLAM. C-KLAM
projects both proprioceptive and exteroceptive information
from the non-keyframes to the keyframes using marginaliza-
tion while maintaining the sparse structure of the associated
information matrix. Thus, C-KLAM enhances the infor-
mation content and quality of keyframes. Chen et al. [25]
proposed a fast keyframe selection and switching algo-
rithm to replace unsuitable keyframes with qualified backup
frames, their method was based on ICP iterative imple-
mentation. Alonso et al. [26] proposed a novel keyframe
selection strategy based on image quality and semantic
information; this strategy was executed using a MiniNet
network with a CNN architecture, and while it is capable
of semantic filtering of images, it imposes requirements on
hardware.

Inspired by the above work, the present paper considers
the robustness of UAVs in motion scenarios with more rota-
tion, and proposes a system for deciding keyframes based on
motion states.
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III. MOTION STATE-BASED KEYFRAME DECISION
METHOD
A. SCREENING OF STRONG FEATURE POINTS IN GENTLE
MOTION
The selection of feature points is a key aspect of the front
end; Nister et al. [27] mentions that in feature point selection
one should choose those points that have existed for a longer
time. Meanwhile, in a paper on the SOFT algorithm [28],
Cvišić et al. argues that feature stability leads to improved
accuracy. Thus, we should select stable and strong feature
points in the feature point selection session, and track them.

In this paper, we consider the characteristics of strong
feature points as 1) feature points of map points that appear
in consecutive frame images; 2) feature points that can be
observed by cameras with multiple viewpoints. Such feature
points have a longer survival time; and have some property
invariants in the tracking of consecutive frames, the matching
process can be simplified and the descriptors of the first
observed feature points can be used for substitution when sta-
ble feature points are subsequently observed, thereby directly
reducing drift errors.

In this paper, the survival time is added to the feature
point attributes and described by the life value. The rules for
defining the life value are as follows:

(1) The life value of the feature point that appears for the
first time is 0.

(2) When the feature point is tracked to the next frame,
the life value of the feature point is increased by 1; otherwise,
it is set to 0.

Let the camera internal reference matrix be C , the current
frame be zcur and zn be the previous n frames. Two adjacent
frames have N feature points and correspond one to another.
For example, the current frame zcur and the previous frame z1
are expressed as

zcur=
{
z1cur , z

2
cur , . . . , z

N
cur

}
, z1=

{
z11, z

2
1, . . . , z

N
1

}
. (1)

Then the strong feature point z∗str will be

z∗str = zkcur , k ∈ [1,N ] , if life
(
zkcur

)
≥ l. (2)

where life
(
zicur

)
denotes the life value of feature point zicur ,

and l denotes the life attribute, i.e., the feature points can
be tracked in zcur , z1. . . zl frames. We specify the number of
strong feature points in a frame as the sum of all feature points
satisfying a given life value:

M =
∑
i≥l

∑
j∈(0,N ]

f
(
zji, l

)
, (3)

where

f
(
zji, l

)
=

 1, life
(
zji
)
≥ l

0, life
(
zji
)
< l

. (4)

i denotes the number of frames that can be tracked,M denotes
the total number of feature points that exist to satisfy the

life condition, and f
(
zji, l

)
denotes whether the feature point

zji with life
(
zji
)
≥ l exists, i.e., whether the j−th feature

point can be tracked continuously for l frames. The number
of strong feature points present inside each frame can be
calculated by this formula.

In general, the number of such feature points is smaller than
the conventionally extracted ones, and the 3D point cloud
generated using the filtered strong feature points is more
reliable. Meanwhile, we exclude the point cloud generated
by the unstable feature points detected at the occlusion. The
number of strong feature points contained in each frame also
represents the quality of that frame, distinguishing our work
from that of I. Alonso [26], who considered the quality of
the frame based on a combined score of image blur and
pixel brightness. We believe that in the feature point method,
the image containing more strong feature points has better
quality, contains more information about the previous frames,
and is more representative of the camera motion during that
time. Thus, the number of strong feature points is the basis
of our dominant strategy for keyframe generation. When the
UAV is in a state of gentle motion, we use the number of
strong feature points as the basis for inserting keyframes.

B. CALCULATION OF COMPOUND ROTATIONAL AMOUNT
IN ROTATIONAL MOTION
In rotated scenes, which result in a sharp decrease in feature
points, there are fewer strong feature points to filter, and
the dominant strategy fails. We need an auxiliary keyframe
strategy for these scenes in order to insert keyframes quickly.
To quantitatively analyze the motion state of the camera,
we propose a compound rotation amount. We believe that the
greater challenge to the algorithm is the rotation scene, and
therefore we focus on using this amount to reflect the rotation.
We specify the compound rotation amount for any two frames
as

Lij=
j−1∑
k=i

‖ξk+1 − ξk‖, (i < j) , where ξ =
[
ρ

φ

]
∈ R6.

(5)

ξ is the Lie algebraic form of the pose of two frames, which
is a 6 × 1 matrix. The first three dimensions ρ are related
to translation, and the last three dimensions φ are related to
rotation.

ρ =
t
J
, (6)

where

J =
sin θ
θ

I +
(
1−

sin θ
θ

)
iiT +

1− cos θ
θ

i∧, (7)

φ = θ i = lnR∨. (8)

R is the rotation matrix, and t is the translation vector, and I
is the identity matrix.

The compound rotation amount uses the pose ξ as the
operator, which reflects themotion state through equation (5).
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FIGURE 2. Keyframe strategy flow chart.

We want to obtain a numerical reflection when the camera
encounters difficult scenes such as rotation, while insert-
ing keyframes more intensively in such scenes. The result
obtained from the calculation is a scalar quantity, and in this
paper we ignore the directionality of the rotation, i.e., when-
ever rotation occurs, it positively increments the compound
rotation amount L.

In this paper, the keyframe strategy based on the compound
rotation amount is used as a secondary strategy that runs only
when the camera is rotating. Thus, we set two measures to
avoid inserting too many redundant keyframes.

(1) First, the degree of overlap of frames is added. Since
gentle motion generates many redundant keyframes (e.g. the
translation movement of long straight lines and rotational
motion that is not violent), in order to avoid inserting too
many redundant keyframes due to gentle motion, the judg-
ment of the degree of overlap between the feature points and
map points in any two frames is carried out. This judgment is
described in section C.

(2) Second, we set the current compound rotation amount
to 0 after each keyframe insertion. In other words, after each
keyframe insertion effect, a certain amount of compound
rotation must be reached again before inserting a frame. This
enables us to reduce the amount of system operations. Due
to the existence of this rule, in the actual algorithm, the com-
pound rotation amount is the sum of the compound rotation
amounts of all frames between two adjacent keyframes, that
is, the formula reflects whether the camera pose changes
drastically in two adjacent keyframes.

C. KEYFRAME STRATEGY
Zhang et al. [29] considered that the keyframe detection
criterion is the selected keyframe, which can reasonably
contain the pose in the map and cover the environment.
Alonso et al. [26] set the indices for evaluating image qual-
ity (such as brightness and blur) in the keyframe strategy.
Inspired by these works, our algorithm is based on two strate-
gies: one of image quality, and one of motion state (fig. 3).
That is, the keyframes extracted by our algorithm should
contain a higher number of strong feature points, and more

keyframes should be added in the case of severe rotation. The
keyframe strategy is thus developed as shown in Fig. 2.

The keyframe strategy first determines the current number
mch of feature point matches. If it is lower than the threshold
dth, the current tracking is considered to have failed and the
process needs to be terminated for repositioning. Solving the
motion for the camera can be considered as a Perspective-n-
Point (PnP) problem, we use the EPnP (Efficient PnP) [30]
method to solve the motion; this requires at least four point
pairs to perform the operation.We refer to the pair-pole geom-
etry method to ensure the adequacy and accuracy of matching
points, and dth selects eight point pairs as the threshold. At the
same time, we judge whether the number mch of matching
map points between the current frame and the reference frame
exceeds gth. If it does not, the current tracking effect and
matching map points are decreasing sharply, and the strategy
needs to insert keyframes and insert the current frame into the
keyframe sequence to retain it.

We then proceed to judge the degree of image overlap.
As mentioned in section B, in order to avoid gentle motion
(e.g. the translation movement of long straight lines and rota-
tional motion that is not violent) from mistakenly triggering
the frame insertion mode, the current frame is compared with
the reference frame to calculate the proportion of feature
points that overlap with the reference frame. The calculation
is as follows:

nratio =
ncur
ntotal

. (9)

where ncur is the number of map points observed in the
current frame, and ntotal is the total number of map points in
the current frame. The closer this ratio is to 1, the more map
points on the trace; conversely, the closer it is to 0, the less
map points on the trace.

We set the compound rotation amount threshold T (refer
to section V and fig. 5) as the entry basis for judging the
rotation frame insertion strategy. If the compound rotation
amount threshold is satisfied, the strategy enters the frame
insertionmode based on the compound rotation amount. If the
compound rotation amount threshold is not satisfied, the strat-
egy enters the frame insertion mode based on the number of
strong feature points. The number of strong feature points
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counted in the current frame reaches the threshold Y , and then
the keyframe is inserted. We set B as the Boolean of the com-
pound rotation amount, andD as the Boolean of strong feature
points; we then judge whether these two amounts reach the
threshold value. Meanwhile, V is the Boolean for generating
keyframes. The keyframe strategy to judge whether to insert
frames is as follows:

V =


1, if mch ≥ dth and mch ≥ gth

and nratio ≤ cth
and (B = 1orD = 1)

0, otherwise

, (10)

where

B =

{
1, if L ≥ T
0, otherwise

,D =

{
1, if M ≥ Y
0, otherwise

. (11)

After each execution of the keyframe insertion strategy,
the compound rotation amount accumulated between the two
keyframes is reset, thus starting a new round of compound
rotation amount calculation and keyframe strategy.

IV. POSITION OPTIMIZATION
To improve accuracy, we use bundle adjustment (BA) and
loop closing, which optimize the keyframe bit pose. The back
end of the algorithm in this paper uses g2o [31] as a method
for graph optimization.

The real coordinates of any feature point existing in three-
dimensional space are X j = (xyz)T , and the coordinate in the
corresponding zcur and z1 coordinate system is zjcur , z

j
1. Thus,

by the projection relation, we obtain

λ1

[
zjcur
1

]
= CX j, λ2

[
zj1
1

]
= C

(
RX j + t

)
. (12)

where λ1 and λ2 are the depth values of the two pixels, R
is the rotation matrix, and t is the translation vector. Then
the camera pose under this condition is transformed into the
optimal solution of the following formula:

min
X ,R,t

N∑
j=1

wj

(∥∥∥∥ 1
λ1
CX j −

[
zjcur , 1

]T∥∥∥∥2+
×

∥∥∥∥ 1
λ2
C
(
RX j + t

)
−

[
zj1, 1

]T∥∥∥∥2
)
. (13)

This is our cost function. We refer to the work of
Geiger et al. [32], but add the weight wj of the j-th point,
which is calculated based on the strong feature points and
the amount of compound rotation. The weighting function
is

wj = wlenswsa, (14)

where

wlens =
(
uj−cu
cu
+ plens

)−1
, (15)

wsa = 1+ log
(
life

(
zjcur

)
+ L + 1

)
. (16)

FIGURE 3. Schematic diagram of keyframe strategy. The blue frames are
generated by the dominant keyframe strategy, which decides whether to
generate keyframes based on image quality (the number of strong
feature points reflects the quality of the current frame image), this
strategy is used to gentle motion; when the camera starts to rotate or the
motion is intense, the secondary strategy based on the compound
rotation amount comes into effect (orange frames), which generates the
current frame as a keyframe.

FIGURE 4. ETH Machine hall (left) ground-truth 3D scan of the Vicon
environment (right).

uj belongs to [uv1]T , which is the homogeneous image
coordinates; cu belongs to [cucv]T , which is the image prin-
cipal point; and parameter plens depends on the stereo camera
and lens setup. The weighting function integrates the life
value and compound rotation of the current point, which
makes feature points closer to the image center in the hori-
zontal direction more meaningful. This function enables the
algorithm to focus more on feature points close to the image
center during bitwise pose optimization, to increase feature
point weights appropriately during rotation and in the pres-
ence of strong feature points, and to reduce the influence of
distant and edge feature points.

In order to obtain better accuracy, this paper uses feature
point-based loop closure detection by means of image-to-
image matching. Since the bag-of-words library [18], [33]
detection method used in ORB-SLAM2 is extremely effi-
cient, scalable, easy to use, and can be trained offline, we use
the loop closure detection scheme of ORB-SLAM2 to per-
form loop closure detection. Loop closing reduces drift by
performing positional correction.

V. EXPERIMENT AND ANALYSIS
To verify the effectiveness of the proposed algorithm,
we tested it on the public dataset EuRoc [19]. The EuRoC
dataset contains 11 sequences recorded with the Asctec Fire-
fly hex-rotor helicopter. Two batches of datasets are avail-
able. The first batch was recorded in the ETH machine
hall (see Fig. 4) and contains millimeter-accurate position
ground-truth from a Leica MS50 laser tracker. The second
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FIGURE 5. Experimental results of the compound rotation amount in a real environment. (a) the experimental environment. (b) the compound
rotation amount in four directions.

batch contains Vicon 6D pose ground truth and a precise,
registered 3D scan of the environment (see Fig. 4). Depending
on the texture, brightness, and UAV dynamics, the sequences
are classified as easy, medium, and difficult. The com-
puter employed was a laptop with Intel i5-4210M CPU, 8G
RAM, 2.60GHz main frequency, and Ubuntu 16.04 operating
system.

A. COMPOUND ROTATION AMOUNT VERIFICATION
EXPERIMENT
In order to verify that the formula in section III reflects
the degree of rotation, we analyze the change in com-
pound rotation amount during the rotation motion by record-
ing video of the corresponding rotation motion. We used
the handheld gimbal device, placed the binocular cam-
era ZEDmini in the center of the screen, and rotated it
at a uniform speed to 50 degrees up and down, and left
and right. We then used the proposed algorithm to calcu-
late the compound rotation amount of the captured video.
In Fig. 5, we plot the compound rotation amount in four
directions.

It can be seen that since the directionality of rotation is
not set, the compound rotation amount in each direction
changes in a consistent pattern. During the left and right
rotation, the curves overlap to a high degree; during the up and
down rotation, differences in values appear in the later angles
(however, the errors are within a very small range). In addi-
tion to the inconsistency caused by the speed of movement,
the monotony of the scene texture and the difficulty of feature
extraction during the up and down rotation also have a certain
relationship. Taking 50k as an example, we can observe from
the curve that the corresponding compound rotation amount
is about 1.2, and thus the threshold value T of compound
rotation is set with this value (1.2 Corresponding to 50◦) as a
reference. Note that a smaller value of T is set if the scene to
be dealt with is more complicated. In this paper, the reference
range of T is 0.4–1.4.

FIGURE 6. Screenshot of the keyframes of Ours(-) and Ours;
(a) Ours(-):the algorithm with the thread of the keyframe strategy based
on strong feature points only; (b) Ours: the algorithm with complete
keyframe strategy. The blue rectangle in the picture is the keyframe, and
the black points are map points. It can be seen that after adding the
keyframe strategy based on the amount of compound rotation,
the keyframes are inserted intensively during the rotation movement.

B. KEYFRAME STRATEGY EXPERIMENTS
To demonstrate the effect of the keyframe strategy,
we extracted keyframe screenshots of the algorithm while
the dataset was running. Fig. 6 shows the keyframe graph
of the thread based on strong feature points only (marked as
Ours(-)), along with the complete system (marked as Ours).
To demonstrate an obvious effect, T is 0.24. We cannot
implement a keyframe strategy that only has a thread based
on a compound rotation amount because the thread only takes
effect under certain rotation conditions, and it is difficult to
track camera movement independently.

The Fig. 7 is a visualization of the keyframe insertion pro-
cess on the sequence MH_03_medium. Frames 1000–1200
(when the UAV was moving in a lateral rotation) and
1400–1500 (when the UAVwas moving in a long straight line
back and forth) were selected to demonstrate the keyframe
insertion.

By comparing the left and right graphs, we can observe
three main findings. 1) Since the keyframe strategy in
this paper is based on the judgment of compound rota-
tion amount, strong feature points and degree of overlap,
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FIGURE 7. Line diagrams of each process of keyframe generation. (a) and (b) represent the frame ID and Boolean value V of the inserted
keyframes; (c) and (d) represent the L value of the compound rotation amount; (e) and (f) represent the Boolean value D of the strong
feature points; (g) and (h) represent the nratio value of the degree of overlap. (a), (c), (e), and (g) represent frames 1000–1200 of the
sequence MH_03_medium. (b), (d), (f), and (h) represent frames 1400–1600 of the sequence MH_03_medium.

and only when the threshold of the three is met can it be
included as a keyframe to participate in subsequent calcu-
lation and optimization. 2) Due to the setting of the degree
of overlap, the false frame insertion caused by long lin-
ear motion is effectively suppressed, as seen in the case
of frame insertion in the middle of 1400–1600 frames.
3) The compound rotation amount is set to 0 after the
keyframe insertion, and thus the compound rotation amount
curve starts and ends at the keyframe insertion each
time, which reflects the rotation intensity between the two
keyframes.

C. COMPARISON WITH OTHER ALGORITHMS
In order to demonstrate the overall performance of the pro-
posed algorithm, we compared it with other algorithms on
the EuRoc dataset for UAV scenes. To ensure fairness, we did
not adjust the parameters of each algorithm. The evaluation
criteria are listed in Table 1, and each algorithm was run
five times. We used the absolute translation root mean square
error (RMSE) [34] for the calculation. ORB-SLAM2 Stereo
data is obtained by running the algorithm on our equipment,
while data for SVO+gtsam and VINS-Mono are from [35].
We highlight the sequences from the difficult category
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FIGURE 7. (Continued.) Line diagrams of each process of keyframe generation. (a) and (b) represent the frame ID and Boolean value V of
the inserted keyframes; (c) and (d) represent the L value of the compound rotation amount; (e) and (f) represent the Boolean value D of the
strong feature points; (g) and (h) represent the nratio value of the degree of overlap. (a), (c), (e), and (g) represent frames 1000–1200 of the
sequence MH_03_medium. (b), (d), (f), and (h) represent frames 1400–1600 of the sequence MH_03_medium.

FIGURE 8. A plot of the estimated trajectory of our algorithm on easy and medium sequences, where the blue line represents the estimated
trajectory of our algorithm and the gray dotted line represents the ground truth trajectories. (a) V1_01_easy; (b) V1_02_medium; (c) V2_01_easy;
(d) V2_02_medium.

because their samples have more rotations and rapidly chang-
ing scenes.

(1) Compared with ORB-SLAM2 Stereo, SVO+gtsam,
and VINS-Mono, our method has good performance
in 11 sequences (see bolded number). Our method achieves
significant results in the sequences of V1_03_difficult,
V2_03_difficult, MH_04_difficult, and MH_05_difficult

(see boxed numbers). This is consistent with our inten-
tion to improve the robustness of the algorithm in diffi-
cult scenarios such as drone rotation. In MH_04_difficult,
the error is reduced by 71.5%; in MH_05_difficult, the error
is reduced by 87%; in V1_03_difficult, the error is reduced
by 50.4%; and in V2_03_difficult, the error is reduced
by 33.6%.
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TABLE 1. RMSE error (m) for each algorithm on the EuRoc dataset, where Ē is the mean, and SRE is the standard deviation. The bolded numbers
represents the algorithm that achieves the smallest result in the sequence. The boxed numbers represent the algorithm that achieves the smallest result
in the difficult sequence.

FIGURE 9. A plot of the estimated trajectory of our algorithm on difficult sequences. These are four heat maps color-coded, red
corresponds to higher error levels, and blue to lower ones. The gray dotted line is the reference (ground truth trajectories).
(a) V1_03_difficult; (b) V2_03_difficult; (c) MH_04_ difficult; (d) MH_05_ difficult.

(2) Comparing the results obtained in the easy and
medium sequences, we find that the proposed algorithm and
ORB-SLAM2 achieved similar error results. This is because
these two types of sequences do not have rotational motions
that have a large impact on the system. Thus, in both types of

sequences where the rotational motion is not drastic, Ours(−)
can achieve good results, the results for Ours and Ours(−) are
nearly identical. But in the difficult sequences, Ours achieves
significant results; this is related to the setting of our domi-
nant strategy (strong feature point-based keyframe strategy).
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FIGURE 10. In the V1_03_difficult sequence, we compare the estimated trajectories of our own algorithm with those of ORB-SLAM2.
The blue line represents the estimated trajectory of our algorithm, the green line represents the estimated trajectory of
ORB-SLAM2, and the black dashed line represents the ground truth. (a) Estimated trajectory in the xyz coordinate axis;(b) Estimated
trajectory in the xy coordinate axis; (c) Enlarge the upper left corner of the (b); (d) Enlarge the lower right corner of the (b).

Since the quality of feature point extraction and quantity
depend on the scene, unlike the variation of the bit pose
(which is less dependent on the scene), the strong feature
point-based keyframe strategy is less capable than the strat-
egy based on the compound rotation amount; also, in all
11 sequences with different scenes, the algorithm(Ours) with
the addition of the compound rotation amount outperforms
the algorithm(Ours(−)) with the thread of the keyframe strat-
egy based on strong feature points only. This also proves
our point that the dependence of the strong feature point-
based strategy is stronger on the scenes and performs more
inconsistently for different scenes.

(3) Our algorithm also achieved some unexpected results: it
performed well in MH_03_ medium. Besides the fact that the
sequences scenario did not interfere much with our dominant
strategy, this may be due to the fact that the parameter settings
of this experiment happened to match the sequence.

We recorded the processing time of the proposed algorithm
for each sequence of the dataset. From Table 2, we can see

that the processing time of our algorithm is less than 50 ms,
that is, it can run above 20 Hz and thus can meet the real-time
requirements of UAVs.

Fig. 8 shows the estimation trajectory of our algorithm
under partial easy and medium sequences. We focus on the
estimated trajectory of the difficult sequence, and we will
show the effect of our algorithm in two aspects: the global
estimated trajectory error (fig. 9) and the local trajectory
effect (fig. 10 and fig. 11).

We compare the trajectory of our algorithm and ORB-
SLAM2 in V1_03_difficult in Fig. 10. It can be seen that,
at the rotation in the trajectory, compared with the ground
truth, our algorithm obtains better results and our trajectory
is closer to the ground truth. The error variation in the xyz
axis direction is presented in Fig. 11.

By comparing our algorithmwith ORB-SLAM2 on the xyz
axis, we can find that there is not much difference between the
proposed algorithm and ORB-SLAM2 in the x and y axes.
Moreover, in the z axis, our algorithm is more robust and
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FIGURE 11. Error variation graph and enlarged graph in each axis of xyz. (a) Variation of the estimated trajectories of our algorithm and
ORB-SLAM2 under the three directions of the xyz axis. We have used red circles and circled three places from left to right for the analysis.
(b) Enlarged view of the first red circle. (c) Enlarged view of the second red circle. (d) Enlarged view of the third red circle.

TABLE 2. Number of keyframes and tracking time of our algorithm, under all sequences of the EuRoC dataset.

accurate than ORB-SLAM2. Since we introduce a compound
rotation amount reflecting the motion state to cope with the
rotation situation, our algorithm can insert keyframes con-
taining strong feature points when the UAV performs up-and-
down spatial sway and rotation in the z axis; this effectively
improves the rotation resistance and positioning accuracy of
our algorithm.

VI. CONCLUSION
Moving and rotating scenes are challenges for UAV vision
localization algorithms. In order to improve the accuracy
and robustness of UAVs in this type of scene, we propose a
localization algorithm based on the keyframe of the motion
state decision. The algorithm is developed based on a com-
plete SLAM framework. When selecting features, we select
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strong feature points that survive longer, and use these strong
feature points to construct stable and reliable point clouds.
We believe that the criterion for evaluating the image quality
is the number of strong feature points available, and thus we
construct the keyframe strategy as the dominant strategy to
improve the accuracy of our algorithm. In terms of robustness,
we propose a compound rotation amount to cope with the
rotating scene to characterize the current state of motion, and
achieve multiple keyframe insertion in the rotating scene by
setting a loose threshold. To avoid redundant insertion in the
non-rotating case, we add constraints such as overlap deter-
mination, so that the final keyframe strategy forms a primary
and a secondary pattern; this ensures accuracy and robustness.
Then, in the back end, we used a weighted cost function based
on life values and compound rotation amounts for selective
pose optimization. Through experiments conducted on the
EuRoc dataset, we visualize and analyze the running process
and performance of our algorithm.We verify the effectiveness
of our algorithm, and its ability to achieve strong results
without tuning the parameters.

The current algorithm is based on point features, which are
dependent on the scene environment. In the future, we will
consider adding line features and plane features. The multi-
feature method will be able to track and locate stably in more
scenes.
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