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ABSTRACT Traditional defensive techniques are usually static and passive, and appear weak to confront
highly adaptive and stealthy attacks. As a novel security theory, Cyberspace Mimic Defense (CMD) creates
asymmetric uncertainty that favors the defender. CMD constructs multiple executors which are diverse
functional equivalent variants for the protected target and arbitral mechanism. In this way, CMD senses the
results of current running executors and changes the attack surface. Although CMD enhances the security of
systems, there are still some critical gaps with respect to design a defensive strategy under costs and security.
In this paper, we propose a dual model to dynamically select the number of executors being reconfigured
according to the states of the executors. First, we establish a Markov anti-attack model to compare the
effects of CMD under different types of attack. Then, we use a dynamic game of incomplete information to
determine the optimal strategy, which achieves the balance of the number of reconfiguration and security.
Finally, experimental results show that our dual model reduces defensive costs while guarantees security.

INDEX TERMS Cyberspace mimic defense, incomplete information, dynamic game, Markov.

I. INTRODUCTION
Nowadays, advanced cyber-attacks have become a major
threat to network security. For example, advanced persistent
threats (APTs) are a kind of covert and continuous attack
against specific targets to avoid being found and obtain
long-term advantages. Traditional defense technology, which
only defends against known types of attacks, is unable to
deal with APTs. The defender uses prior knowledge to defend
the known attack method, but the attacker develops the new
attack methods to invade the target host. This kind of dif-
ference between attacker and defender leads to the status
inequality between defenders and attackers. There are three
reasons why defenders are at a disadvantage in confrontation:
(a) It is difficult to prove the security of network architec-
tures and avoid software vulnerabilities. (b) The attacker only
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needs to discover and exploit a vulnerability in the target
host to launch an attack, but the defense must fully defend
the network system to avoid the attack. (c) The static and
determinacy of the network architecture allow that attacker
has more time and opportunity to launch an attack. These
properties make the defender in a weak position in long-term
network confrontation.

The three reasons cause that the attacker knowsmore about
the defender than the defender knows about the attacker.
To reverse this imbalance, Moving Target Defense (MTD) [1]
and Cyberspace Mimic Defense (CMD) [2] have been pro-
posed, both of which have the characteristics of diversity
and dynamics. They increase the difficulty of attacks [3] and
restrict the exposure time of vulnerability to improve the anti-
attack ability of the system.

CMD identifies the enemy and friend information without
relying on the prior knowledge of the attacker or the char-
acteristic information of the attack behavior. As the typical
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architecture of CMD,DHR (Dynamic Heterogeneous Redun-
dancy structure) consists of multiple heterogeneous executors
and arbiter. Executors are the same functions but composed
of different components. The arbiter determines the output of
DHR after receiving the result of each executor.

When the attacker controls all the executors successfully,
the system cannot judge whether the executor is in an abnor-
mal state through the arbiter. Therefore, the system replaces
and reconfigures the executors periodically, which makes the
attack’s state unsustainable. Under limited network resources,
it is important to choose the optimal defensive strategy to
achieve a balance between security and the number of being
reconfigured executors. The antagonism of the offensive and
defensive parties in cyberspace is similar to the characteristics
of game theory including goal opposition, strategic inter-
dependence, and non-cooperative relationship [4]. To select
the optimal defense strategy, we propose a dual model
including the Markov model and CMD strategy selection
model (CMD-SSM).

We make the following contributions in this paper:
1) Based on the characteristics of the DHR architecture,

we establish Markov models to describe the process of
the attacker and defender. The simulation experiment
verifies the effectiveness of the Markov models.

2) Tomake themodel more realistic, we design the benefit
function considering defensive costs, attack costs, and
defensive failure cost.

3) To determine the number of executors to be reconfig-
ured, we establish the game model, which is combined
with the stability probability of the Markov chain and
the benefit of attack and defense.

The rest of this paper is organized as follows. In Section II,
we describe the basic principle of CMD. Section III intro-
duces the framework and notations. Section IV introduces the
actions of attackers and defenders and establishes Markov
models. Section V constructs the model of CMD-SSM.
Section VI illustrates the effectiveness of the Markov models
and the security of CMD-SSM. Section VII discusses related
work. Section VIII provides some concluding remarks.

II. BACKGROUND KNOWLEDGE
A. CMD FUNDAMENTAL PRINCIPLE
Themain idea of CMD is to change the combination of execu-
tors, which increases attack time and complexity. Dynamic
characteristics prevent attackers from further attack. The
arbiter monitors the output of each executor to ensure the
security of the system as much as possible.

Attackers usually need a certain amount of time to collect
target host information, determine the scope of the attack.
The research [5] shows that 95% of the enemy’s time is
spent preparing for an attack, while only 5% of the time is
spent executing the attack. Changing the combination of the
executor is expected to introduce uncertainty for the attacker
and make the reconnaissance effort more costs.

Meanwhile, the research [6] analyzed the vulnerabilities
of 11 different OSes over a period of 18 years, which found

FIGURE 1. The workflow of DHR and executor movement: (a) input
requests, (b) distribute information (c) arbiter (d) switch executor(s) and
being reconfigure executor(s).

this number to be low for several combinations of OSes. The
analysis shows that selecting appropriate OSes with one can
reduce substantially common vulnerabilities from occurring
in the replicas of the system. Therefore, the characteristics,
which including dynamic, redundant, and heterogeneitymake
the defender take the initiative in the network confrontation.

B. DHR ARCHITECTURE
DHR consists of a request distribution, an executor set,
an arbiter, and a backup pool of executors, as shown
in Fig. 1. The working process of DHR can be described as
IPO, that is, ‘‘Input-Processing-Output’’.

After receiving the request from the user or attacker,
the request distribution copies the request into n copies and
distributes it to n heterogeneous executors. The n executors
deal with the request independently and send the results to
the arbiter. The arbiter receives the output of each executor
and determines the return information based on the selection
algorithm. If the attack effected only work once, the system
tolerates the exception. Once the persistent exception of a
single executor exceeds the tolerant threshold of the system,
it needs to be offline and reconfigured.

The majority decision is a common decision-making algo-
rithm. The result of output is ‘‘relatively correct’’ in which
the algorithm returns most of the same output. If the output is
not the same, it is regarded as an abnormal state. The system
cannot identify whether the output of all executors is invaded
or not. Therefore, the system will select executor(s) from the
backup pool and replaced it(s) with the executor of the online
service. So that the attack successfully escapes but unable to
maintain stability.

We assume that the true output of DHR is known. We note
symbols (Number of true, Number of false) to represent the
output result. The number of executors n in the executors
set is 3. From the perspective of the defender, there have
two results of output: (1) If all of the outputs are consistent,
the outputs of the three executors are correct (3, 0) or the
results of all three outputs are wrong (0, 3); (2) If the two

VOLUME 9, 2021 68377



Z. Chen et al.: Optimal Strategy for CMD Based on Game Theory

FIGURE 2. The symbiotic vulnerability of attack surface. (a) SV of the three
executors. (b) After replacing one of the executors, the change of AS.

results are the same and one exception, there will be two
situations: two results are correct and one is wrong (2, 1),
or two mistakes with a correct one (1, 2).
Definition 1: The set of DHR output type is denoted

as 8 =
{
ϕ0, ϕ1, · · · , ϕk , · · · , ϕbn/2c

}
, where ϕk =

{(k, n− k) , (n− k, k)} means there are k outputs that are
inconsistent with most outputs.

C. ATTACK SURFACE OF DHR
The effectiveness of MTD hopping is described by the attack
surface [7]. When the executor is switched, the attack surface
of CMDwill also change. Similarly, attack surface theory also
describes the executor switched of DHR.
Definition 2: Attack Surface (AS) [8] is the set of execu-

tors that are protected by defenders to prevent an attack.
We denote the set of resources belonging to the executor’s
attack surface as ASRi .
Definition 3: Symbiotic Vulnerability (SV) is the same vul-

nerability between executors. In actual situations, it is diffi-
cult to achieve complete heterogeneity between the executors.
We assume that the executors have a relationship:

ASR1 ∩ ASR2 ∩ ASR3 6= ∅

As shown in Fig. 2(a), the SV between three executors is
called the 3-order SV. And so on, the vulnerability between k
executors is called the k-order SV.
Definition 4: SV shifting means that the online service

executor is replaced with a backup executor. During time t1
to t2, the set of SVs also changes, as shown in Fig. 2(b).⋂

i=1

ASRi (t1) 6=
⋂
i=1

ASRi (t2)

There are two ways to attack the DHR: single-mode
attack and common-mode attack. (1) A single-mode attack
exploits the non-SV.We suppose that each single-mode attack
will successfully control one executor; (2) A common-mode
attack is to exploit SV to attack multiple executors at the
same time. Generally, the attacker can successfully con-
trol multiple executors that have the same SV with one
attack.

TABLE 1. Summary of variable names and descriptions.

FIGURE 3. Analytic model framework.

III. MODEL FRAMEWORK
For the convenience of explanation, we summarize notations
and variables in Table 1.

As shown in Figure 3, the framework for analytic models
shows a Markov model at the top and a CMD-SSM at the
bottom. Firstly, models are needed to determine the impact
of random disturbance period and attack period on system
security and the probability of attackers’ success. We use
Continuous Time Markov Chains (CTMC) to compute the
probability distribution of the number of hacked executors.
Markov chain is used to describe the change of system state
in the process of network confrontation. The Markov models
take as inputs the launched attack time, the reconfiguration
time, and the number of executors, and produces as outputs
the stability probability of the number of invaded executors.
The stability probability, alongwith the attack cost, the defen-
sive cost, and the defensive failure cost are inputs to CMD-
SSM, which produces the optimal strategy.

IV. MARKOV PROCESS OF CMD
This section introduces Markov chains to describe the
state transition of an executor under single-mode attacks,
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FIGURE 4. Markov model of single-mode attack.

common-mode attacks, and hybrid attack models. The
assumption of there is enough redundant executors and no
waiting in the switch executor.

A. DESIGN PRINCIPLE
We supposed the environment consists of n executors, and
the average rate of attack that can cause effective damage
is σj which indicates that the attacker exploits successfully
j-order SV to control the executors. Each type of attack is
independent. The random disturbance periodically selects the
executors to reconfigure. The random disturbance period is β,
and rd executor(s) are randomly selected to be reconfigured.
We first introduce the actions of the attacker and the defender
in the model.

The following qualitatively describe the actions:
1) Defending action: Periodically replace the service

executor with the backup pool of executors.
2) Attacking action: An attacker achieves the purpose of

controlling the executor by exploiting the vulnerability,
get a shell, and a Trojan horse.

3) Null action: For attackers, the null attack is invalid and
the state does not transfer. For defenders, null action
means the reconfigured executor is normal.

S = {S0, S1, · · · , Sk , · · · , Sn} represents states that the
number of executors is successfully invaded where Sk repre-
sents k executors are controlled by the attacker. S0 is the initial
state of the system, in which the attacker does not control
any executors. As time progresses, an attacker successfully
invades the executor with transfer probability ρi,j, which is
in state S1 at this time, and the subsequent states indicate
the number of executors invaded by the attacker. When the
attacker controls all executors, the state is Sn. In this case,
CMD is completely controlled by the attacker. From the
perspective of the defender, the defensive strategy is adopted
to select the number of executors for reconfiguration. As a
defender, it is difficult to know which executor is in an
abnormal state. In this case, the executor is randomly selected
for reconfiguration. If the selected executor is normal, it is a
null action for the defender. When the state moves toward S0,
it means that the number of controlled executors is decreased
until the state returns to 0 and the attacker loses control of any
of the executors.

B. SINGLE-MODE ATTACK MODEL
Since the defender plays a memoryless game, it does not
matter whether the attacker attacks each executor in a known

FIGURE 5. Markov model of common-mode attack.

fixed order. This adaptive confrontation strategy is described
by the Markov chains in Fig. 4. Markov chains indicate the
birth-death process. The abnormal executor is controlled by
the attacker unless it is reconfigured. An attacker who adopts
a single-mode attack the system with an attack rate of σ1, and
the system reconfigures the executor at a time interval β. The
two events of attack rate and random disturbance period are
independent. The transfer probability ρi,j can be expressed as

ρk,k+1 =
n− k
σ1

, for 0 ≤ k ≤ n− 1 (1)

ρk+1,k =
k + 1
β

, for 0 ≤ k ≤ n− 1 (2)

ρk,k = 1− ρk,k+1 − ρk,k−1, for 0 ≤ k ≤ n− 1 (3)

ρ0,0 = 1− ρ0,1 and ρn,n = 1− ρn,n−1 (4)

C. COMMON-MODE ATTACK MODEL
In Fig. 5, a common-mode attack enables an attacker to
exploit SV to invade multiple executors at one time. Assum-
ing the system has a 2-order SV, the attacker launches an
attack against this vulnerability. Then the attacker’s request is
copied to n copies by the request distribution and sent to each
executor. The attacker simultaneously invades the executor
with the same vulnerability. We suppose that the attack rate
of i-order SV is σi. And σi (i = 2, . . . , n) are independent
events. Also, the defender will adopt random disturbancewith
period β.

ρk,k+j =
n− k
σj

, for 0 ≤ k ≤ n− 1, 2 ≤ j ≤ n− j (5)

ρk+1,k =
k + 1
β

, for 0 ≤ k ≤ n− 1 (6)

ρk,k = 1− ρk,k−1 −
∑n−k

i=2
ρk,k+i, for 0 ≤ k ≤ n− 1

(7)

ρ0,0 = 1−
∑n

i=2

n
σi
and ρn,n = 1− ρn,n−1 (8)

D. HYBRID ATTACK MODEL
Usually, the defender cannot distinguish the attack types,
so the hybrid attack model combines single-mode attack and
common-mode attack. And the defender can adopt different
defense methods, which is to selected rd executor(s) for
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reconfiguration at the same time.

ρk,k+j =
n− k
σj

, for 0 ≤ k ≤ n− 1, 1 ≤ j ≤ n− j (9)

ρk+j,k =
C j
k

C j
n

k + 1
β

,

for 0 ≤ k ≤ n− 1,

{
if k − rd ≥ 0, 1 ≤ j ≤ rd
if k − rd < 0, 1 ≤ j < k

(10)

ρk,k = 1−
∑n−k

i=1
ρk+i,k −

∑n−k

i=1
ρk,k+i,

for 0 ≤ k ≤ n− 1 (11)

ρ0,0 = 1−
∑n

i=1

n
σi
and ρn,n = 1− ρn,n−1 (12)

V. CMD STRATEGY SELECTION MODEL
In face of highly adaptive and stealthy attacks, the system is
not easy to find abnormalities. When an attacker controls all
executors, the system cannot determine whether the attacker
completely controls the system. Therefore, a dynamic game
based on incomplete information is proposed. According to
the probability that the executor may be invaded and the type
of attacker, the reconfigured executors are reduced by the
optimal defensive strategy.

A. GAME OF INCOMPLETE INFORMATION
In the network confrontation, the defender usually deploys
and sets the defensive strategy in advance. Both sides of the
attack and defense do not tell each other their key infor-
mation, and the attacker can obtain the target information
through network attacks. Defenders change AS to reduce the
time of vulnerability exposure. Offensive and defensive con-
frontation have the characteristics of incomplete information,
both sides do not want their strategy exposed to the other side.

The attack and defense want to be dominant in the con-
frontation which is like a game. The game is dynamic, which
means that the attack and defense actions are carried out
in sequence. The attacker adopts the corresponding attack
strategy based on a priori knowledge of the defensive type.
And then the defender observes that the attacker’s attack
strategy adopts targeted to take the defensive strategy. The
following three executors are used as examples to introduce
the game process.

According to Harsanyi transformation [9], virtual partici-
pant Nv gives attack type space Ma and a priori probability
p. The defender adjusts the defensive strategy by observing
the attack behavior and constantly correcting the belief in
the attack type. The game tree describes the process selected
by the attacker and defender, as shown in Fig. 6. virtual
participant Nv randomly selects an attack type mi from the
attack type space, which contains single-mode attack m1 and
common-mode attack m2. After the attacker send the single,
the arbiter has two kinds of output 8 = {ϕ0, ϕ1}.
After observing8, the defender first applies Bayesian law

to obtain the posterior probability from the prior probability
and selects a strategy from the defensive strategy space D.

FIGURE 6. Attack and defense game tree.

The defensive strategy concerns the number of executors
which should be selected to reconfigure and replaced by the
news from the backup pool of executors.

The defenders’ decision-making methods are connected
by dotted lines. Because the attacker’s type is unknown,
these nodes that the defender cannot distinguish form an
information set. After the defender observes the output 8,
the attacker type is inferred according to the posterior prob-
ability p̃ (m1|ϕ0) or p̃ (m1|ϕ1). Therefore, the attacker has
two kinds of attack type, m1 and m2, each of which con-
tains a single node corresponding to its type. The two kinds
of outputs come from different types of attacks, that is,{
(ϕ0|m1) , (ϕ0|m2)

}
and

{
(ϕ1|m1) , (ϕ1|m2)

}
.

After both sides act, players who depend on the sequence
of actions obtain different benefits. When computing the
benefits of both parties, many factors must be considered.
Attackers cost (CAC ) is the time to attack the type of vul-
nerability spent.
The defender periodically selects the executor from the

backup pool to replace the online executor. The cost of the
defender (CDC ) comes from the number of executors that
choose to reconfigure. The more executors that are reconfig-
ured, the greater the defensive cost. If the selected executor
is normal, the attacker continues to control the abnormal
executor leading to the defensive failure cost (CDF ).

B. THE CONSTRUCTION OF CMD-SSM
The goal of the attacker is to control the executor to maximize
its benefits, while the goal of the defender is to protect key
resources at the least cost.
Since the attacker detects the information of the executor to

observe the behavior of the defender who sends a signal to the
DHR. Because the model is a multi-stage game, the defender
will infer the type of attacker based on historical data.
This paper uses game based on incomplete information

to describe the non-cooperative, incomplete information,
multi-stage dynamic process of network confrontation. In a
continuous-time period Tt

(
t ∈ Z+

)
, the strategy of attack

and defense, which is repeated all the time, is to interact
with each other in the game. We assume that the attacker
is the sender of the signal and the defender is the receiver
of the signal. The defender analyzes the output to infer the
output type and modifies the prior probability for the defense
strategy optimally.
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Definition 5: CMD strategy selection model (CMD-SSM)
consists of eight-tuple

(
N ,M ,8,D,P, P̃,R,U

)
:

1) N = {Na,Nd } is the player set. There are only two
players in CMD-SSM, which is an attacker Na and
defender Nd .

2) M = {Ma,Md } represents the type sets of
all players’ in the attacker and defender space.
Ma = {m1,m2, · · · ,mn} means the type sets of the
attacker. And the only type of defenderMd = {md }.

3) 8 =
{
ϕ0, ϕ1, · · · , ϕm

}
represents the output’s types

set.
4) D = {d1, d2, · · · , dk} represents the strategy set of the

defender.
5) P =

{
p1, p2, · · · , pn

}
represents the set of the prior

probability of various attack types, according to their
initial judgment on the type of attack. It satisfies∑n

i=1 pi = 1, (pi > 0).

6) P̃ =
{
p̃ (mi|ϕm (T1) , ha (T1)) , · · · ,
p̃ (mi|ϕm (Tt) , ha (Tt))

}
represents the

historical set of posterior probability that inferences on
attack strategies by defenders. p̃ (mi|ϕm (Tt) , ha (Tt))
is defined in definition 6.

7) R = {Ra,Rd } represents the revenue set of attacker
and defender. It is decided by all players in the game
because both the offensive and defensive sides need to
consider the cost and benefit when choosing strategy.

8) U = {Ua,Ud } represents the reward set of attacker and
defender.

Definition 6: p̃ (mi|ϕm (Tt) , ha (Tt)) represents the poste-
rior probability that an attacker of type mi launches an attack
at Tt time-based on the historical strategy set ha (Tt). The
defender can infer the type of attacker in the Tt−1 stage by
Bayesian law.

p̃ (mi|ϕm (Tt) , ha (Tt))

=
p (mi|ha (Tt)) p (ϕm (Tt) |mi, ha (Tt))∑

mi∈Ma
p (mi|ha (Tt))p (ϕm (Tt) |mi, ha (Tt))

where, ha (Tt) is the historical strategy of the attacker before
Tt . p (mi|ha (Tt)) is the probability of the attacker type mi in
the history strategy and p (ϕm (Tt) |mi, ha (Tt)) is the proba-
bility that the attacker chooses a strategy ϕm (Tt) base on the
historical strategy ha (Tt).
Definition 7: The attack cost CAC (ϕm,mi) indicates the

attacker finds the vulnerability and exploits it from the execu-
tors.

CAC (ϕm,mi) =
∑

s∈ϕm
π (mi, Sk) σk (13)

where, π (mi, Sk) is stability probability of attacking type mi
in state Sk , and σk is the type of k-order SV.
Definition 8: The defensive cost is CDC (dh,mi)means the

cost of the defender’s defensive strategy.

CDC (dh,mi) = a ∗ c (14)

where a is the selected number of executors to be reconfig-
ured, and c is the average time to reconfigure.

Definition 9: Defensive failure cost CDF (dh,mi) means
that executors are randomly selected from the serving execu-
tor for reconfigured, which may lead to the fact that the
attacked executors are not selected. The defensive failure cost
is:

CDF (dh,mi) = (n− k)
∑

mi∈Ma
π (mi, Sk) β (15)

C. REVENUE CALCULATION
According to the above definition, the attack and defensive
reward can be defined.

Ra (mi, ϕm, dh) = CDC (dh,mi)− CAC (ϕm,mi) (16)

Rd (mi, ϕm, dh) = CAC (ϕm,mi)− CDC (dh,mi)

−CDF (dh,mi) (17)

The revenue to the attacker is

Ua (5a,5d ) =
∑

m∈M

∑
ϕ∈8

∑
d∈D

Ra (m, ϕ, d) pa (18)

The revenue to the defender is

Ud (5a,5d ) =
∑

m∈M

∑
ϕ∈8

∑
d∈D

Rd (m, ϕ, d)

× γ (d) p̃ (m|ϕ (Tt) , ha (Tt)) (19)

where, γ (d) is the influencing factor of the defender’s
revenue.

If there is a set of 5d (γ (d1) , γ (d2) , · · · , γ (dk)),
no matter what strategy the attacker selects, the attacker’s
profit no less than a fixed profit. This is called perfect
Bayesian equilibrium, and its mathematical meaning is as
described follows.
For both sides of the game, there are attack and defense

strategies in each stage of the game
(
5∗a,5

∗
d

)
. For all 5d ,

there are Ua
(
5∗a,5

∗
d

)
≥ Ud

(
5∗a,5d

)
. Similarly, for all

5a, there are Ud
(
5∗a,5

∗
d

)
≥ Ua

(
5a,5

∗
d

)
. So, the mixed

strategy
(
5∗a,5

∗
d

)
is a perfect Bayesian equilibrium, which

can ensure that when both sides adopt a Nash equilibrium
strategy, it can maximize the confrontation revenue. For a
round of the game, the stability probability and the value of
variables are taken as inputs shown in Table 2. If the strate-
gies of both players are limited, there is a perfect Bayesian
equilibrium [10].
CMD-SSM perfect Bayesian equilibrium solution:
1) The defender establishes a posterior probabilistic infer-

ence on each information set p̃ (mi|ϕm (Tt) , ha (Tt)).
2) The attacker deduces the optimal output strategy ϕ∗.
3) The defender deduces the optimal defense strategy d∗.
4) Perfect Bayesian equilibrium solution (ϕ∗, d∗).

VI. EXPERIMENTAL RESULTS AND ANALYSIS
Before the launched attack, the attacker scan system vul-
nerabilities, IP address, service port, the operating system
type, and version. Assumed that the attacker has collected
enough detailed information, such as the system architecture
and existing vulnerabilities. In an actual environment, collect-
ing information is a complicated and time-consuming task.
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TABLE 2. Values of variables used in the numerical results.

FIGURE 7. The probability of the number of failed executors.

Hence, the actual attack success rate is lower than the model’s
success rate.

The following section contains two experiments: (1) In
part A discusses the effectiveness of the Markov models and
compares their threats; (2) In part B, based on the stability
probability calculated by part A and the revenue, we can
establish the CMD-SSM model. We compare the security
of optimal strategy selection and random disturbance under
different rd.

A. COMPARE SINGLE-MODE ATTACK WITH
COMMON-MODE ATTACK
We use Gauss-Seidel [11] to solve the stability probability
of Markov chains and SimPy [12] to simulate experiments.
SimPy, which supports the competing resource access of
multiple processes, is a process discrete event simulation
framework based on Python, and automatically processes the
event queue when resources are busy to meet the simulation
conditions of the experiment.

The experimental simulations compare the state changed
between the single-mode attack and the common-mode
attack. Assuming there is enough redundant executor of the
back pool of executors.

In the experiment, a single-mode attack and a common-
mode obey the exponential distribution. And the input param-
eters are shown in Table 2. During the simulation process,
the executor switching is instantaneous, and the result is
shown in Fig. 7.

The effectiveness of the model is verified by simulation
experiments and the stable probability of the Markov chain.
We found that the probability distribution generated by the

simulation is close to the stability probability of the analytical
model, as shown in Fig. 7. For the same parameters used
in a single-mode attack, the stability probability maximum
error between the analytical calculation and the simulation
result does not exceed 1.2%. Also, the maximum error in a
common-mode attack does not exceed 1.6%.

To show the state change of DHR under single-mode attack
and common-mode attack, we select 1440-time steps in the
experiment as shown in Fig. 8. The initial state of the system
is S0, which means that all executors are in a normal state.
When the system reached S2, the output of the system is
controlled by the attacker, which means the system is in an
unsafe state. The process of an attacker’s game starts from
S0 and reaches S2 after transitions of state. The results show
that the common-mode attack is more destructive than the
single-mode attack. In the single-mode attack, there does not
reach the state S3. In the common-mode attack, there have
83 states S3, and the single-mode attack in S2 is much less
than the common-mode attack. From a security point of view,
the greater number of states in S0, the more secure the system.
In terms of system architecture, the single-mode attack can be
regarded as the only way to attack completely heterogeneous
DHR. In other words, there is no SV in DHR, and the security
of the system is also improved.

B. ANALYSIS OF THE PERFORMANCE AND SECURITY OF
CMD-SSM
The number of executors in reconfiguration guides howmany
executors we need to develop. In this experiment, CMD-SSM
is compared with a fixed number of reconfigurations, which
verifies that CMD-SSM reconfigures fewer executors. The
values of the input parameters used in the theoretical and
simulations are given in Table 2.

We verify the effectiveness of the hybrid attack model.
The experiment selects rd executor(s) to reconfigure with the
hybrid attack model. The theoretical and simulation value of
the model is shown in Table 3. The maximum error between
the theoretical and simulation is less than 4.6%.

When the attacker successfully controls the two executors,
the attacker can cheat the result of the arbiter in a short
time. When the attacker controls all executors, the system
cannot judge whether an exception through the output of
the executor. Therefore, the system in the state S2 and S3 is
insecurity. Fig. 9 shows the proportion of the duration of an
insecure state in the simulation time of different rd .
When rd = 1, the system is in an unsafe state about

15% of the simulation time. After reconfiguring the rd = 3
executors, the system ensures that all executors are normal.
Therefore, it is not a feasible way to improve security by
selecting more executors for reconfiguration. The ratio of
insecure time of rd = 2, rd = 3 and CMD-SSM is close.
Hence, the security of CMD-SSM can be guaranteed.

There are two types of attacks in CMD-SSM, single-mode
attack and common-mode attack. According to the optimal
strategy of the CMD-SSM, the defensive strategy can ran-
domly select 0 to 3 executor(s) to replace.
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FIGURE 8. The state distribution transfer process. (a) Single-mode attack. (b) Common-mode attack.

TABLE 3. Comparison of simulation and analytical under different rd .

FIGURE 9. The ratio of insecurity time to the simulation time under
different rd.

In Fig. 10, we select 750-time steps to show the number
of executors being reconfigured and DHR status. CMD-SSM
outperforms rd = 2 and rd = 3 in performance. The max-
imum number of CMD-SSM in reconfiguration is 4 while
rd = 2 and rd = 3 have 6 and 9 respectively. Therefore,
we know that the minimum number of executors required for
different random disturbance methods. The times of executor
switching using CMD-SSM are significantly less than that of
random disturbance mode.

VII. RELATED WORK
Active defense has become a hot research field because it
can effectively prevent attacks and increase the difficulty of
the attacker to collect system information. The cyberspace
security defense mechanisms include honeynets [13], moving
target defense [1], obfuscation [14], perturbations [15]. [16]
and cyberspace mimic defense [2].

Some researchers have proposed different metrics to quan-
tify the effectiveness of themodel. Carroll et al. [17] proposed
models that quantify the probability of attacker success in
terms of network size, addresses scanned, vulnerable, and
the frequency of shuffling. Rahman et al. [18] combine the
degree of the system vulnerability and perform an attack
based on resource level to quantify the probability that attacks
are successfully performed. Cho et al. [19] use Stochastic
Petri Nets to create a model that describes an integrated
defense system. They used the probability of a successful
attack to quantify the meantime to security failure.
Jafarian et al. [20] quantify the effectiveness ofMTD to intro-
duce three novel metrics including deterrence, deception,
and detectability. Connell et al. [21] proposed a quantitative
analytic model which evaluates the availability and perfor-
mance of resource. Meanwhile, the mothed can minimize
the probability of success and ensure the performance and
stability of maximum reconfiguration rate. Maleki et al. [22]
proposed a Markov decision process for the MTD game
model which shows the results on how the probability of the
attacker defeating the MTD strategy and the time/cost spent
with the attacker. Chowdhary et al. [23] formulate a zero-sum
Markov game and use the Common Vulnerability Scoring
System(CVSS) to come up with meaningful utility values for
this game.

Because of the high compatibility between offensive and
defensive confrontation and game theory, the research of
game theory based on active defense has been greatly devel-
oped. Prakash et al. [24] used empirical game-theoretic tech-
niques in a generic cyber-defense scenario, and the result
shows that the defender tends to actively move when the
detection capabilities are hampered. Kiekintveld et al. [25]
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FIGURE 10. The number of executors being reconfigured and the state of DHR. (a) CMD-SSM, (b) rd = 1, (c) rd = 2, (d) rd = 3.

discuss three game-theoretic models that address strategies
for deploying honeypots. However, most of these secure game
frameworks assume complete information. The limitations of
single-state or single-stage hypotheses reduce the value and
practicality of research results. Yang Liu et al. [26] combines
the privacy of participants, the randomness of task arrival, and
the cost of the platform.

The incomplete information game is a natural framework
for modeling the uncertainty and misinformation brought
about by network confrontation. Zhu et al. [27] develop a
static Bayesian game for spear phishing, and a finite zero-sum
game for the final stage of physical-layer infrastructure pro-
tection. Huang et al. [28] proposed the system behaviors of
the critical infrastructures under malicious attacks and the
protection strategies by a zero-sum game. However, most
of these secure game frameworks assume complete infor-
mation. Lei et al. [29] proposed an incomplete informa-
tion Markov game-theoretic approach to strategy generation.
Huang et al. [30] proposed a long-term interaction between
an attacker and a defender based on the multi-stage game of
incomplete information. La et al. [31] discussed the defense

of attacks in a honeypot-enable network that used a Bayesian
game of incomplete information. Yang Liu et al. [32] used
Q-learning to the interactions between platforms and partici-
pants as a multi-leader multi-follower Stackelberg game and
derive the Stackelberg equilibrium (SE) of the game.

VIII. CONCLUSION
CMD is a technology to change the network that is easy to
attack and difficult to defend. First, we establish a DHR anti-
attack Markov chains. Under theoretical analysis and simula-
tion, it is proved that the effectiveness of Markov models and
the maximum error between theoretical and simulation is not
more than 1.6%. The simulation shows that common-mode
attacks are more harmful than single-mode attacks. Since
the attacker and defender do not know each other’s infor-
mation, non-cooperative relationship and dynamic games,
which is similar to the feature of game theory. We propose
a dynamic game model based on incomplete information for
the optimal defensive strategy. We use the game theory to
describe multi-stage network confrontation. The simulation
results show that CMD-SSM ensures safety and reduces
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reconfigured executors. In terms of security, the insecure time
with CMD-SSM is in an insecure state is less than the case
of random disturbance rd = 1, which is close to the time
of rd = 2 and rd = 3. In terms of reconfigured execu-
tors, the number of executors being reconfigured is less than
rd = 2 and rd = 3.
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