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ABSTRACT An improved fractional-order nonlinear active disturbance rejection speed control (FO-
NADRC) method is proposed for hydraulic turbine regulating systems (HTRSs) with a mechanical delay.
First, the mathematical model of an HTRS with a mechanical time delay is established. Based on the
principle of coordinate transformation, the state space equation of an HTRS with a time delay is transformed
into the controllable normative mathematical model. Second, a new nonlinear function is proposed for the
extended state observer ESO) that improves the observation accuracy and suppresses the high-frequency
oscillation of the HTRS. Third, a new fractional-order state error feedback law (FO-SEFL) is proposed by
introducing double adjustable parameters. Fourth, according to the improved ESO and the FO-SEFL, a novel
FO-NADRC is designed for the HTRS. Furthermore, the Popov-Lyapunov robust stability analysis method
is used to analyze the stability of the hydraulic turbine regulating control systems with mechanical delay.
Finally, numerical simulation experiments demonstrate the effectiveness and superiority of the proposed
control scheme.

INDEX TERMS Hydraulic turbine regulating system, time delay, fractional-order nonlinear active distur-
bance rejection control, extended state observer, the Popov-Lyapunov robust stability.

NOMENCLATURE
HYDRAULIC TURBINE REGULATING SYSTEM (HTRS)
µ Generator rotor angle deviation
ω Rotational speed relative deviation of the generator
mt Hydraulic turbine output incremental torque deviation
y Incremental deviation of the guide vane opening
ω0 Rated rotation speed of generator (rad/s)
Tab Inertia time constants (s)
D Damping coefficient of the generator
Tw Water inertia time constant (s)
Ty Reaction time constant of the relay (s)
E ′q Transient electromotive force of the q-axis
x ′d∑ Transient reactance of the d-axis
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xq∑ Synchronous reactance of the q-axis
Vs Infinite system bus voltage of the power sys-

tem
e Transfer coefficient
eqh Transfer coefficient of turbine flow on the

head
ey Transfer coefficient of turbine torque on the

main servomotor stroke

TRACKING DIFFERENTIATOR DESIGN (TD)
fhan Nonlinear synthesis function
h0 Filter factor
r0 Velocity factor
h Sampling period

NONLINEAR EXTENDED STATE OBSERVER (ESO)
α Nonlinear factor
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σ Nonlinear factor
δ Linear interval width
β01 Observer gain coefficient
β02 Observer gain coefficient
β03 Observer gain coefficient
β04 Observer gain coefficient

STATE ERROR FEEDBACK LAW (SEFL)
u Control input
Kp Control law proportional gain coefficient
Ki Control law integral gain coefficient
Kd Control law differential gain coefficient
λ Adjustable parameter
γ Adjustable parameter
b0 Compensation factor

I. INTRODUCTION
With the substantial increase in energy consumption,
the global energy supply and demand is generally tight. There
are growing calls for greater use of renewable energy [1].
Renewable energy use is the key condition for changing the
current unreasonable energy consumption structure. China
could achieve sustainable social and economic develop-
ment by improving the status of renewable energy in its
energy structure. In recent years, China’s hydropower indus-
try has entered a stage of rapid growth with the devel-
opment of hydropower resources [2]. In 2019, China’s
total installed hydropower capacity increased by 4.17 GW.
China’s hydropower capacity is expected to reach 380 GW
in 2020 [3]. Therefore, the safety and stabilization of the
hydropower system are facing more complex challenges. The
HTRSs are the hubs of the hydropower stations for converting
the potential energy of water into electric energy, and their
stability plays a vital role in maintaining the safe operation
of the power grid. Therefore, it is very important to design a
reliable controller for the stable operation of the HTRSs [4].

The HTRS is a concentration of hydraulic machinery,
a mechanical system, electrical load, and a control sys-
tem for the integration of the system. In the actual oper-
ation of hydropower stations, the various components of
the HTRS interact with and influence each other through
coupling [5]. As an extension of integer order, fractional
calculus has advantages in nonlinear modeling and nonlinear
control [6]–[8]. Therefore, the design of an effective
fractional-order controller can improve the precision control
performance of an HTRS system [9].

In the process of production operation, the operating con-
ditions of an HTRS are constantly changing. Under the action
of the traditional proportional-integral-derivative (PID) con-
troller [10], it is very difficult to ensure that all working
conditions of an HTRS have good control quality [11], [12].
Furthermore, the HTRS has mechanical delays when the
system signals are collected and processed, and the hydraulic
servo system adjusts the guide vane opening [13]–[15], which
makes stabilization control more difficult.

With deeper research on ‘‘classical control theory’’ and
‘‘modern control theory,’’ Han proposed active disturbance
rejection control (ADRC) to compensate for the defects
of PID control [16]. ADRC can suppress the disturbance
by estimating and eliminating it in real time. The distur-
bance compensation device (DCD) can estimate and com-
pensate for various uncertainties within the system and
cross-coupled disturbances between channels [17]. In recent
years, with deeper research, ADRC has been successfully
applied to the control of various uncertain industrial pro-
cesses involving the flight system [18], trajectory tracking
system [19], motor system [20], power system [21], etc. The
literature [19] analyzed the stability and robustness of the
NADRC for the three-dimensional trajectory tracking control
system with mismatched uncertainties. The phenomenon of
delays has a great influence on uncertain nonlinear systems.
The research on time-delay compensator has also developed
rapidly [22]–[25], such as the output feedback compen-
sator [22], and the predictor compensator [25]. The existing
research primarily focuses on linear ADRC, such as the
stability analysis of linear ADRC [26], analysis of ADRC
for systems with uncertainty and delay [27], and exponential
stability analysis of a closed-loop system [28]. However,
few theoretical studies are on nonlinear ADRC systems.
In Ref. [29], the convergence and stability problems of ADRC
based on nonlinear extended state observer have been solved.
In Ref. [30], ADRC is applied to the uncertain nonlinear
system with external bounded random perturbations. Despite
NADRC studies, it is a common problem that high-frequency
buffeting occurs to a certain extent after the system reaches
a steady state [31]. In addition, ADRC is primarily used
for typical single-input single-output (SISO) systems or the
standard ADRC model at present, and the multidimensional
nonlinear system is rarely studied. No report on the ADRC
of nonlinear hydraulic turbine regulating systems is available.
Can FO-NADRC be used for stability regulation of nonlinear
time-delay HTRS? If possible, how can the nonlinear HTRS
model be matched with ADRC? How can the mechanical
delay in the HTRS be solved? How can the phenomenon of
high-frequency chattering in the system be solved? There-
fore, what are the specific NADRC forms and stability anal-
ysis derivations that are applied to nonlinear HTRS? Because
the above problems have not been reported, research in this
field should be meaningful and challenging.

Inspired by the above analysis and discussion, the main
contributions of this article are as follows. First, based on the
principle of coordinate transformation, the nonlinear HTRS
model is transformed into a matching ADRC model. Second,
a new nonlinear function is proposed to improve the classi-
cal ESO to avoid the high-frequency oscillation caused by
the symbolic function in the traditional ADRC. Third, two
adjustable parameters are introduced to design an FO-SEFL
to improve the adaptive capacity of the controller to the histor-
ical dependence of the hydraulic servo system. Fourth, a new
FO-ADRC is designed for the hydraulic turbine regulating
systems with mechanical delay. In addition, the stabilization
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of the NADRC is analyzed using the Popov-Lyapunov robust
stability analysis method. Finally, the effectiveness and supe-
riority of the proposed scheme are verified via numerical
simulation.

The remainder of this study is organized as follows: In
Section 2, a nonlinear HTRS with time delay is introduced.
The nonlinear fractional-order ADRC controller is presented
and makes a rigorous theoretical analysis in Section 3.
Numerical simulations are shown in Section 4. In Section 4,
numerical simulation is performed for different working con-
ditions. Section 5 concludes this paper.

II. MATHEMATICAL MODEL OF THE NONLINEAR HTRS
The hydraulic turbine regulating system is presented as in
reference [5]:

µ̇=ω0ω

ω̇=
1
Tab

[
mt−Dω−

E ′qVS
x ′d∑ sinµ−

V 2
s

2

x ′d∑−xq∑
x ′d∑xq∑ sin 2µ

]
ṁt=

1
eqhTw

[
−mt + eyy−

eeyTw
Ty

(u−y)
]

ẏ=
1
Ty
(u−y)

(1)

The parameters of HTRS (1) are provided in Table 1 [32].
u is the control input, which needs to be designed later.

Given that the hydraulic servo system has a strong his-
torical dependence and mechanical inertia, a hydraulic servo
system with a time delay is introduced [33]:

y = y(t) =

{
y(t − τ ), t ∈ [τ,+∞]
y0, t ∈ [0, τ ]

(2)

where τ is the time delay and τ > 0; y0 is the initial value for
the state variable.

By combining (1) and (2), a time-delay HTRS is presented
as 

µ̇(t) = ω0ω

ω̇(t) =
1
Tab

[
mt − Dω −

E ′qVS
x ′d∑ sinµ(t)

−
V 2
s

2

x ′d∑ − xq∑
x ′d∑xq∑ sin 2µ(t)

]
ṁt (t) =

1
eqhTw

[
−mt + eyy(t − τ )

−
eeyTw
Ty

(u− y(t − τ ))
]

ẏ(t) =
1
Ty

[u− y (t − τ)]

(3)

III. CONTROLER DESIGN
A. MODEL TRANSFORMATION
The ADRC is primarily composed of a tracking differentiator
(TD), extended state observer (ESO), and linear state error

TABLE 1. Parameters of the HTRS.

feedback law (SEFL) [34]. The structure of the ADRC is
shown in Figure 1.

TD can reasonably extract continuous signals and differ-
ential signals to solve the problem of signal discontinuity.
ESO expands the disturbance function that affects the output
of the controlled object into a new state variable, which is
used to solve the problem of disturbance observation in active
disturbance rejection technology. SEFL combines the three
signals of error, error differentiation and error integration to
form a combined control rate to realize signal feedback and
compensation.

In Figure 1, v is the speed input signal, v1 and v2 and are
the approximate input signal and differential signal extracted
by TD, respectively. e1 and e2 are error signals. z1, z2 and z3
are status observation signals. u0 is the nonlinear feedback
control, and x is the turbine speed relative deviation.
For convenience, HTRS (3) is represented as

µ̇(t) = f1(µ,ω,mt , y, t)
ω̇(t) = f2(µ,ω,mt , y, t)
ṁt (t) = f3(µ,ω,mt , y, t)
ẏ(t) = f4(µ,ω,mt , y, t)
yo(t) = ω(t)

(4)

where

f1(µ,ω,mt , y, t) = ω0ω

f2(µ,ω,mt , y, t) =
1
Tab

[
mt − Dω −

E ′qVS
x ′d∑ sinµ(t)

−
V 2
s

2

x ′d∑ − xq∑
x ′d∑xq∑ sin 2µ(t)

]
f3(µ,ω,mt , y, t) =

1
eqhTw

[
−mt + eyy(t − τ )

−
eeyTw
Ty

(u− y(t − τ ))
]

f4(µ,ω,mt , y, t) =
1
Ty

[u− y (t − τ)] ,

and yo is the system output.
Because f1(µ,ω,mt , y, t), f2(µ,ω,mt , y, t), f3(µ,ω,mt ,

y, t) and f4(µ,ω,mt , y, t) are continuously differentiable,
the system can be observed. There is

g(µ,ω,mt , y, t) = ḟ2(µ,ω,mt , y, t)
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FIGURE 1. NADRC structure block diagram.

=
δf2
δµ

f1 +
δf2
δω

f2 +
δf2
δmt

f3 +
δf2
δy
f4 (5)

Then,

g(µ,ω,mt , y, t)

= ω̈

=
1
Tab

(
ṁt − Dω̇ −

E ′qVs cosµ(t)

x ′d∑ µ̇(t)

−

V 2
s (x
′

d
∑ − xq∑) cos 2µ(t)

x ′d∑xq∑ µ̇(t)

)

=
1
Tab

{
1

eqhTw

[
−mt + eyy(t − τ )

−
eeyTw
Ts

(u(t)− y(t − τ ))
]

−
D
Tab

(
mt − Dω −

E ′qV

x ′d∑ sinµ(t)

−
V 2
s

2

x ′d∑ − xq∑
x ′d∑xq∑ sin 2µ(t)

)

−

(
E ′qVs cosµ(t)

x ′d∑ +

V 2
s (x
′

d
∑ − xq∑) cos 2µ(t)

x ′d∑xq∑
)
ω0ω

}

=
1
Tab

{(
D2

Tab
−
E ′qVsω0 cosµ(t)

x ′d∑
−

V 2
s (x
′

d
∑ − xq∑)ω0 cos 2µ(t)

x ′d∑xq∑
)
ω

−

(
D
Tab
+

1
eqhTw

)
mt +

(
eey
Tseqh

+
ey

eqhTw

)
y(t − τ )

+
D
Tab

(
E ′qVs
x ′d∑ sinµ(t)+

V 2
s

2

x ′d∑ − xq∑
x ′d∑xq∑ sin 2µ(t)

)}
−

eey
eqhTabTs

u(t)

= F(x, t)−
eey

eqhTabTs
u(t) (6)

where

F(x, t)

=
1
Tab

{(
D2

Tab
−
E ′qVsω0 cosµ(t)

x ′d∑
−

V 2
s (x
′

d
∑ − xq∑)ω0 cos 2µ(t)

x ′d∑xq∑
)
ω

−

(
D
Tab
+

1
eqhTw

)
mt +

(
eey
Tseqh

+
ey

eqhTw

)
y(t − τ )

+
D
Tab

(
E ′qVs
x ′d∑ sinµ(t)+

V 2
s

2

x ′d∑ − xq∑
x ′d∑xq∑ sin 2µ(t)

)}
(7)

Let 
x1(t) = ω(t)
x2(t) = ω̇(t)
x3(t) = g(µ,ω,mt , y, t)

(8)

According to Equations (4) and (6), one has
ẋ1(t) = x2(t)
ẋ2(t) = x3(t)
ẋ3(t) = f (x, t)+ bu
yo(t) = x1(t)

(9)

Rewrite (9) as
ẋ1(t) = x2(t)
ẋ2(t) = x3(t)
ẋ3(t) = f1(x, t)+ g(x, u, t)+ bu
yo(t) = x1(t)

(10)

where f1(x, t) = a3x1(t) + a2x2(t) + a1x3(t), g(x, u, t) =
f (x, t)+ (b− b0)u, and f1(x, t) represents the modeled linear
dynamics; g(x, u, t) is treated as the total disturbances that
represent the combined effects of the internal nonlinear and
unmodeled dynamics and external disturbances. x1 is the state
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variable of the system. The time-delay term of the system is
considered the unknown disturbance of the system.

B. CONTROLLER DESIGN
When the classical ADRC is used to address the system
nonlinearity, the system will undergo adverse phenomena,
such as overshoot and high-frequency buffeting. Based on the
NADRC designed in [35] and considering the complexity of
the nonlinear HTRS, the improved ADRC can be designed
from the following perspectives. First, the proposed non-
linear function is introduced into the classical ESO, and a
new observer is designed. Second, two adjustable parameters
are introduced to design a new, adjustable SEFL. Finally,
the improved ESO and SEFL are combined to design a non-
linear FO-NADRC.

1) TRACKING DIFFERENTIATOR DESIGN
The discrete form of the TD is expressed as{

x1(k + 1) = x1(k)+ hx2(k)
x2(k + 1) = x2(k)− r0u(k), |u(k)| ≤ r0

(11)

where x1 and x2 are the system state, h0 is the filter factor,
and h is the sampling period.
A nonlinear synthesis function is as

d = r0h20,
a0 = h0x2,
y = x1 + a0
a1 =

√
d(d + 8 |y|)

a2 = a0 + sign(y)(a1 − d)/2
sy = (sign(y+ d)− sign(y− d))/2
a = (a0 + y− a2)sy + a2
sa = (sign(a+ d)− sign(a− d))/2
fhan = −r [a/d − sign(a)] sa − r0sign(a)

(12)

The TD is designed as [36]
fh = fhan(v1(t)− v(t), v2, r0, h0)
v1(t + 1) = v1(t)+ hv2(t)
v2(t + 1) = v2(t)+ hfh

(13)

2) NONLINEAR EXTENDED STATE OBSERVER
According to ‘‘the small error in the large gain, large error of
the small gain’’ engineering characteristics of thoughts, this
paper proposes a nonlinear smooth function g(x, σ ). In the
design of the extended state observer, the function fal(x, α, δ)
[35] is replaced by g(x, σ ).
The proposed nonlinear smooth function g(x, σ ) is defined

as follows:

ϕ(x) =


g(x, σ ) =

x
σ 2 exp(−x

2
/
2σ 2)

f (x, α, δ) =

{ x
δ(1−α)

, |x| ≤ δ

sign(x) |x|α , |x| > δ

(14)

FIGURE 2. Function curves of sgn(x), fal (x, α, δ) and g(x, σ ).

The figure shows that g(x, σ ) has the following character-
istics:

(1) g(0, σ ) = 0;g(±∞, σ ) = 0;
(2) When x = −σ , g(x, σ ) obtains the minimum of

g(−σ, σ ) = − 1
σ
√
e ; when x = σ , g(x, σ ) obtains the

maximum of g(σ, σ ) = 1
σ
√
e ; e is the base of the natural

logarithm.
As shown in Figure 2, compared with the functions

sgn(x) and fal(x, α, δ), function g(x, σ ) completely avoids the
high-frequency oscillation caused by the symbolic function.
In addition, function g(x, σ ) has an immune function to the
large error. Therefore, as long as the immune factor σ is prop-
erly set, g(x, σ ) is beneficial for improving the estimation
performance of the ESO.

Let the observation error be e = z1 − y. The nonlinear
smooth function g(x, σ ) is substituted for the nonlinear power
function fal(x, α, δ) to obtain a new extended state observer.

e = z1(t)− yo(t)
ż1(t) = z2(t)− β01g1(e, σ1)
ż2(t) = z3(t)− β02g1(e, σ2)
ż3(t) = z4(t)− β03g1(e, σ3)+ f1(z, t)+ b0u
ż4(t) = −β04g1(e, σ4)

(15)

where f1(z, t) = a3z1(t) + a2z2(t) + a1z3(t), z1 is the state
tracking of the actual speed x1, z2 is the state tracking of the
differential speed signal x2, and z4 is the estimated value of
the unknown disturbance g(x, u, t) of the system.

3) FRACTIONAL-ORDER STATE ERROR FEEDBACK LAW
The error signals generated by the TD and ESO are used as
input signals to form a feedback law. Using the error signal
e1 and error differential signal e2, the error integral signal e0
can be generated to realize linear feedback. The traditional
controller is designed as follows:

u0(t) =
2∑

n=1

knen(t) = Kp(v1 − z1)+ Kd (v2 − z2) (16)

The fractional-order PID expands the stability domain of
the control system and provides stronger robustness of the
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time-varying parameters in the process of modeling and con-
trol [37]. The controller performance becomes more flexible
by adding adjustable parameters λ and γ . The fractional-
order controller has better nonlinear characteristics in the
HTRS [38].

The fractional Riemann-Liouville integral is defined as

aDrt f (t) =
1

0 (n− r)
dn

dtn

∫ t

a

f (τ )
(t − τ )r−n−1

dτ (17)

where 0 (·) is the Gamma function and n− 1 < r < n.
The fractional-order SEFL is defined from the perspective

of transfer function as follows:

G(s) =
U (s)
E(s)

= K ′p + K
′
i s
−λ
+ K ′d s

γ , (λ, γ > 0) (18)

From the perspective of time domains, the output of the
fractional-order SEFL is designed as [39]:

u0(t) = K ′pe1(t)+ K
′
iD
−λe1(t)+ K ′dD

γ e2(t) (19)

The original target is reduced to a series standard control
problem of the integrator, and the controller is designed as

u =
u0 − f1(z, t)− z4

b0
(20)

C. ROBUST STABILITY ANALYSIS
1) SYSTEM TRANSFORMATION ASSUMPTION
Assumption: The input ν is zero, and all the outputs νi(i =
1, 2) are zero for TD (13).
Substitute Equations (16) and (20) into Equation (10), and

let X = [x1, x2, x3]T and Z = [z1, z2, z3]T .{
Ẋ = A11X + A12Z + A13(z4 − g(x, u, t))
yo = x1

(21)

where

A11 =

 0 1 0
0 0 1
a3 a2 a1

 , A12=

 0 0 0
0 0 0

−k1 − a3 −k2 − a2 −a1

,
A13 =

[
0 0 −1

]T
∈ Rn, νi(i = 1, 2).

Substituting Equations (16) and (20) into Equation (15)
obtains 

Ż = A21Z + A22u′

z4 = β04u′

u′ = −φ(e)

(22)

where

A21 =

 0 1 0
0 0 1
−k1 −k2 0

 , A22 =
[
β01 β02 β03

]T
.

Combining (21) and (22) obtains

Ẋ = A11X + A12Z + A13(z4 − g(x, u, t))
Ż = A21Z + A22u′

ż4 = β04u′

e = cT1 X + c
T
2 Z

u′ = −φ(e)

(23)

where c1 = [−1 0 0 ]T and c2 = [ 1 0 0 ]T ∈ Rn.
Let Y = A11X + A13Z4, then
Ẏ = A11Y + A11A12Z + A13β04u′ − A11A13g(x, u, t)
Ż = A21Z + A22u′

e = cT1 A
−1
11 Y + c

T
2 Z − c

T
1 A
−1
11 A13z4

u′ = −φ(e)

(24)

Rewrite (24) as
˙̃x = Ax̃ + bu′ + E(x, u)
ξ̇ = u′

e = cT x̃ + ρξ
u′ = −φ(e)

(25)

where

x̃ = [ Y Z ]T , E(x, u) = [−A11A13g(x, u, t) 0 ]T ,

A =
[
A11 A11A12
0 A21

]
, b =

[
A13β04
A22

]
, cT =

[
cT1 A
−1
11 cT2

]
and ρ = −cT1 A

−1
11 A13β04 = −

β04
a3

.
System (25) can be expressed as the block diagram shown

in Figure 3.
Ignoring the disturbance term E(x, u), the linear transfer

function of system (25) is as follows:

G(s) = cT (sI − A)−1b+ ρ/s (26)

Definition 1 [40]: For the time-invariant nonlinear function
denoted φ(e) ∈ F(0, k), if φ(e) = 0, then 0 < φ(e)e ≤
δα−1e2,∀e 6= 0.
Definition 2 [41]: System (25) is said to be absolutely

stable: if φ(e) ∈ F(0, k), the zero solutions of the system
are globally consistently asymptotically stable; system (25)
is said to be absolutely stable with a finite domain: if φ(e) ∈
F(0, k), the zero solutions of the system are consistently
locally asymptotically stable.

2) STABILITY ANALYSIS
Lemma (Popov Criterion [41]): Assume that system (25)
conforms to the following hypothesis.

(1) The matrix A is a Hurwitz matrix. The pair (A, b) is
controllable, and the pair (A, cT ) is observable;

(2) ρ > 0 and φ(e) ∈ F(0, k);
(3) There exists a scalar r ′ > 0 such that the following

inequality holds

Gk (jω) =
1
k
+ Re

[
(1+ jωr ′)G(jω)

]
> 0, ∀ω ∈ R (27)

where Gk (jω) is called the Popov function. The maximal k is
called the Popov sector of system (25).

(4) Given a symmetric positive definite matrix W , there
exists a scalar ε > 0, η ≥ 0, a vector q, symmetric positive
definite matrices P and W0, and a scalar δ′ > 0 satisfying

PA+ ATP = −qqT − εW (28)

Pb− ς =
√
ηq (29)
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FIGURE 3. Block diagram of system (25).

εW = εW0 + δ
′I (30)

(5) The disturbance term E(x, u) satisfies

‖E(x, u)‖2 ≤ β ‖x̃‖2 ≤
δ′

2 ‖P‖i2 + r ′k ‖c‖
2
2

‖x̃‖2 (31)

where Pi2 denotes the spectral norm of the matrix P, that
is, [λmax(P ∗ P)]1/2. ‖·‖2 represents the 2-norm and β is a
positive real number.

Based on Definition 2, system (25) is uniformly and
asymptotically stable under these assumptions.
Theorem: Under the action of controller (20), system (25)

will be Popov-Lyapunov stable.
Proof: Construct a positive definite Lyapunov function,

and then

V (x̃, e) = x̃TPx̃ + α′(e− cT x̃)2 + r ′
∫ e

0
φ(e)de (32)

where P is a positive definite matrix; α′, r ′ > 0.
Suppose that for some θ > 0, the set

�c =

{
x̃ ∈ R2n|V (x̃) ≤ θ

}
(33)

Formula (25) is substituted into Formula (32) to obtain

V̇ (x̃, e)

=

(
x̃T (PA+ ATP)x̃

+2((Pb)T x̃u′ + x̃TPE(x, u))
)
+ 2α′(e− cT x̃)ρu′

+r ′φ(e)
(
cTAx̃ − cT bφ(e)+ cTE(x, u)− ρφ(e)

)
= x̃T (PA+ ATP)x̃ − 2

(
Pb− α′ρc−

1
2
r ′AT c

)T
x̃φ(e)

+r ′cTE(x, u)φ(e)−
(
2α′ρ
k
+ r ′ρ + r ′cT b

)
φ2(e)

−2α′ρφ(e)
(
e−

1
k
φ(e)

)
+ 2x̃TPE(x, u) (34)

Let 
η =

2α′ρ
k
+ r ′ρ + r ′cT b

ς = α′ρc+
1
2
r ′AT c

(35)

Then,

V̇ (x̃, e) = x̃T (PA+ ATP)x̃ − 2 (Pb− ς)T x̃φ(e)

+r ′cTE(x, u)φ(e)− ηφ2(e)

−2α′ρφ(e)
(
e−

1
k
φ(e)

)
+ 2x̃TPE(x, u) (36)

Ultimately, 2α′ρφ(e)
(
e− 1

k φ(e)
)
≥ 0,

Let

V̇ ′(x̃, e) = x̃T (PA+ ATP)x̃ − 2 (Pb− ς)T x̃φ(e)

−ηφ2(e)+ 2x̃TPE(x, u)+ r ′cTE(x, u)φ(e) (37)

Then,

V̇ (x̃, e) ≤ V̇ ′(x̃, e) (38)

Only if V̇ ′(x̃, e) is a negative definite function is V̇ (x̃, e) a
negative definite function. According to Definition 1,

0 < φ(e) ≤ δα−1e, ∀e > 0 (39)

Then,

‖φ(e)‖2 ≤ δ
α−1
‖e‖2 ≤ k

∥∥∥cT∥∥∥
2
‖x̃‖2 (40)

Substitute Equation (40) into Equation (37) to obtain

V̇ ′(x̃, e) ≤ x̃T (PA+ ATP)x̃ − 2 (Pb− ς)T x̃φ(e)

−ηφ2(e)+ 2 ‖x̃‖2 ‖P‖i2 ‖E(x, u)‖2
+r ′k ‖c‖22 ‖x̃‖2 ‖E(x, u)‖2 (41)

Under Lemma (5){
‖E(x, u)‖2 ≤ β ‖x̃‖2
2β ‖P‖i2 + r

′kβ ‖c‖22 ≤ δ
′

(42)
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Substituting Equation (42) into Equation (41), we can
obtain

V̇ ′(x̃, e)

≤ x̃T (PA+ ATP)x̃ − 2 (Pb− ς)T x̃φ(e)

−ηφ2(e)+ x̃T (2β ‖P‖i2 + r
′kβ ‖c‖22)x̃

≤ x̃T (PA+ ATP+ δ′I )x̃ − 2 (Pb− ς)T x̃φ(e)− ηφ2(e)

(43)

According to Lemma (4)

V̇ ′(x̃, e) ≤ x̃T (−qqT − εW + δ′I )x̃

−2 (Pb− ς)T x̃φ(e)− ηφ2(e)

≤ −x̃T (εW − δ′I )x̃ − x̃T qqT x̃

−2(
√
ηq)T x̃φ(e)− ηφ2(e)

= −x̃T (εW − δ′I )x̃ − (x̃T q+
√
ηφ(e))2 (44)

Substitute Equation (30) into (44), and then

V̇ ′(x̃, e) ≤ −x̃TW0x̃ − (x̃T q+
√
ηφ(e))2 < 0 (45)

Therefore, by combining Equation (38) with Equa-
tion (45), we can know that

V̇ (x̃, e) ≤ V̇ ′(x̃, e) < 0 (46)

The proof is completed.
Thus, system (25) should be Popov-Lyapunov stable.

IV. NUMERICAL EXPERIMENTS
The improved ADRC is compared with the traditional ADRC
and PID control strategy to evaluate its performance accu-
rately. Table 2 shows the traditional ADRC parameters, and
Table 3 shows the parameters of the improved ADRC. Under
the condition of a mechanical time delay, the hydraulic tur-
bine regulation system is verified via numerical simulation.

A. FO-NADRC AND THE EXISTING NADRC
The ESO is the key component for ensuring NADRC per-
formance. The output error signal of the ESO directly influ-
ences the feedback loop of the controller to make an accurate
response to the state variable of the HTRS. Therefore, when
the HTRS considers the mechanical delay of the hydraulic
servo device, the error signal can accurately forecast the
NADRC control effect of the system state variables. The
tracking effect of the improved ESO on the state variables is
observed and compared with the classical ADRC under the
mechanical delay, which is τ = 0.05 s, 0.08 s, 0.10 s and
0.15 s. The time domain analysis of the error signals is shown
in Figure 4 and Figure 5.

Figure 4 is the time-domain diagram of the error signal
between the observed variables of the ESO and the state
variables of the HTRS. Table 4 shows the performance
indexes of the error signals between the system state and
the observed state. First, Figure 4 shows that the error sig-
nal can finally reach a stable state, and that the ESO can
effectively track and compensate the original signal. Sec-
ond, from Figure 4(a) to Figure 4(d), the error signal has a

TABLE 2. Parameters of the traditional NADRC.

TABLE 3. Parameters of the FO-NADRC.

slight chattering phenomenon after reaching stability under
the action of traditional NADRC. The designed FO-NADRC
is always maintained in a stable state. Under the control of
NADRC, the stabilization time of the error signal x1 in Fig-
ure 4(a), 4(b), 4(c) and 4(d) is 10.22 s, 12.57 s, 13.28 s, and
15.74 s, respectively. The stabilization time of the improved
FO-NADRC is shortened by 4.657 s, 6.251 s, 6.522 s, and
8.373 s, respectively, compared to the traditional ADRC. The
simulation results show that the chattering can be eliminated
using the function g(x, σ ) instead of the function f (x, α, δ).
Moreover, the improved ESO enhances the observation per-
formance and improves the performance of robust control of
the control system. Figure 5 is the time-domain diagram of the
error between the differential signal of the ESO observation
variable and the differential signal of the HTRS state variable.
The comparison between NADRC and FO-NADRC shows
that the overshoot of error signal is substantially decreased
under the control of FO-NADRC.

To sum up, the state variable of the HTRS finally reaches
a stable state, which further verifies the effectiveness of the
proposed controller. In addition, the obvious advantages of
FO-NADRC in nonlinear systems are apparent by observ-
ing the change in the error signal. The proposed nonlinear
function can effectively weaken the chattering of the stable
system, which shows that it is superior to the traditional
nonlinear function. Compared with the classical ADRC, the
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FIGURE 4. Estimation error of the generator speed deviation x1 for HTRS
(3) under different time delays.

FIGURE 5. Estimation error of the generator speed deviation x2 for HTRS
(3) under different time delays.
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control effect of FO-NADRC is better than that of the classi-
cal NADRC under the mechanical delay that is considered.

B. FO-NADRC AND THE TRADITIONAL PID
The working condition of the turbine often changes in oper-
ation. When the unit load changes, the turbine flow must be
changed to ensure the turbine power and load balance. There-
fore, the movable guide vane plays a key role in regulating
the unit capacity and frequency. Because of the mechanical
inertia of the hydraulic amplifier, when the relay works,
there will be a certain degree of time delay in the process
of adjusting the opening of the movable guide vane. In this
experiment, the influence of a mechanical delay term on the
turbine speed is investigated.

To compare the control performances, the designed
FO-NADRC method and PID control are adopted for τ =
0.05 s, 0.08 s, 0.10 s, 0.15 s. The simulation results are
shown in Figure 6. Table 5 shows the performance indexes
of the HTRS transition process under different time delay
characteristics.

The comparison in Figure 6 shows that NADRC can stabi-
lize the state variables of the system. Second, the PID control
effect of the HTRS gradually worsens with the increase in the
time delay. The time delay has a deep influence on the gen-
erator speed deviation signal according to an analysis of the
control performance. Because the mechanical delay is treated
as an internal disturbance of the system, the controller is used
to estimate the compensation disturbance to make the system
return to a stable state. That is, when the hydro-generator set
is disturbed, the generator speed will fluctuate slightly around
the rated speed. From Figure 6(a) to 6(d), the generator needs
5.713 s, 6.391 s, 6.832 s, and 8.744 s to reach the rated
speed, respectively. When τ > 0.1 s, more than 30 s is
required for the generator to reach a steady state under the
control of PID. Therefore, compared with PID, FO-NADRC
has the advantages of a short control time, small overshoot,
and no buffeting after stabilization. The simulation results
show that the designed FO-NADRC has good robustness, low
overshoot, and fast recovery.

To sum up, the designed FO-NADRC has a smaller fluc-
tuation and stronger anti-interference capability than the PID
controller when the HTRS is disturbed. In addition, compar-
ing the time delays with the attenuated oscillation period indi-
cates that the time delays may lead to an increase in the atten-
uated oscillation period of the system signal. The proposed
FO-NADRC effectively shortens the attenuation period of the
speed deviation signal and makes the generator speed reach
the stable speed quickly. Therefore, the FO-NADRC has
the desired control performance under different time delays,
which verifies the effectiveness of the proposed NADRC
method.

C. LOAD FLUCTUATION CONDITION
As an important index for measuring the power quality,
the operation frequency of the hydropower station has a

FIGURE 6. NADRC and FO-NADRC for HTRS (3) under different time
delays.

VOLUME 9, 2021 67983



B. Ai et al.: Nonlinear Fractional Active Disturbance Rejection Speed Control

TABLE 4. Performance index of the error signal.

TABLE 5. Transition process performance indicators.

TABLE 6. Transition process performance indicators.

high requirement. The frequency of the hydropower station
is associated with the rotating speed of the hydroelectric
generating set. Therefore, it is very important to adjust the
generator speed to make it stable. The power system fre-
quency range is ±0.2 Hz in China. In special cases, the
frequency fluctuation range can reach ±1.0 Hz. During the
operation of the hydropower station, the load of the generator
often changes. In the transition process, the generator speed
fluctuates and affects the stability of the system operation.
In this experiment, 5% and 8% load fluctuations of the rated
load are used as step signals to stimulate the generator set at
0 s and 15 s, respectively. The simulation results are shown
in Figure 7.

Figure 7 shows that the relative deviation of the generator
speed also has a corresponding fluctuation change when the
speed of the hydro-generator is affected by the load fluc-
tuation. Compared with NADRC, the generator speed can
be quickly restored to the rated speed under the control
of the FO-NADRC. By comparing Figure 7(a) with 7(c)
and Figure 7(b) with 7(d), at 0 s and 15 s, the relative

deviation of the generator speed has the step response of 5%
and 8%, respectively. The generator speed can be quickly
restored to the rated speed under the control of the improved
FO-NADRC. By comparing Figures 7(a) and 7(b), under the
control of NADRC, the generator speed reaches a stable state
at 10.21 s and 10.28 s, respectively. Compared with NADRC,
the response time of the improved FO-NADRC is reduced by
4.443 s and 4.442 s, and the overshoot decreases by 1.43%
and 1.75%, respectively. When the hydroelectric generating
set is subjected to load fluctuation, the comparison results
show that the FO-NADRC has a stronger anti-fluctuation
ability and faster recovery speed than the traditional ADRC.

Comparing Figure 7(c) and Figure 7(d) shows that more
time is required for the generator speed to return to the
specified speed with an increase in load fluctuation. When
the load fluctuates by 5% at 15 s, the generator speed is stable
within 5.32 s under the action of FO-NADRC.When the load
fluctuates by 8% at 15 s, the generator speed reaches the
specified speed at 5.4 s. With the increase in load fluctuation,
more time is required for the generator speed to reach stability
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FIGURE 7. NADRC and FO-NADRC for HTRS (3) under different load
fluctuations at different times.

under the action of the controller. In conclusion, the proposed
FO-NADRC has a better control effect on uncertain load
fluctuation, which indicates the robustness of the proposed
scheme.

D. PARAMETER SENSITIVITY ANALYSIS
1) INERTIA TIME CONSTANTS Tab
Tab represents the comprehensive index of inertial character-
istics of the generator set. Physically, Tab is the time required
for the unit to accelerate from zero to the rated speed under the
action of the rated torqueMr . Tab is conducive to the stability
of the regulation system; the greater the moment of inertia of
the turbine is, the greater the value of Tab will be.

The experimental results are shown in Figure 8. The inertial
time constant of the unit is set as 15.0 s, 17.0 s, 22.0 s and
25.0 s in Figure 8(a), 8(b), 8(c) and 8(d), respectively. First,
with the decrease in Tab, the time for the generator to reach a
stable speed decreases, and the overshoot increases. However,
when Tab is too small, the number of fluctuations increases,
and the amplitude of the reversal process also increases.
Second, the overall inertia of the HTRS increases when Tab
is too large. Although the amplitude of the system frequency
fluctuation can be reduced, it slows down the dynamic pro-
cess of the regulating system. Therefore, the choice of Tab
requires comprehensive consideration.

From Figure 8(a) to 8(d), as the delay time of relay
increases, the time for the HTRS to reach stability increases,
and the period of damped oscillation also increases under
different Tab conditions. Finally, the generator speed reaches
a steady state under the action of the controller. In conclusion,
it is suggested that the optimal selection range of Tab is
[17.0, 22.0].

2) COMPENSATION FACTOR b0
In the disturbance compensation device (DCD), the selection
of the correction coefficient b0 has a great influence on the
design of the controller. b0 is primarily used to compensate
and correct the error signal between the system state vari-
able and the observation quantity of the observer. Therefore,
the correction coefficient b0 must be carefully adjusted to
ensure the stability of the closed-loop system when designing
the ADRC. In the simulation experiment, we set the correc-
tion coefficient as b0 = 1.0, 1.5, 2.0, and 2.5. The experiment
tests the control performance of the HTRS under different b0.
Figure 9 shows the simulation results.

First, with the increase in the time delay, Figure 9 shows
that the control effect of the controller worsens or even fails
when b0 = 1.0. Second, with the increase in b0, the time for
the deviation signal of the generator speed to reach stability
increases, and the overshoot decreases. Although the ampli-
tude of the attenuation oscillation of the HTRS decreases,
the time required for the generator speed to reach the rated
speed increases when b0 = 2.5. It can be speculated that
the compensation effect of the correction coefficient b0 on
the feedback loop weakens when b0 increases to a certain
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FIGURE 8. FO-NADRC control for HTRS (3) with different time delays
under different Tab.

FIGURE 9. FO-NADRC control for HTRS (3) with different time delays
under different compensation factors.
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value. Additionally, the damping oscillation period of the
system will be longer. Therefore, the correction coefficient
b0 could not be infinite. To sum up, an oversized or under-
sized correction coefficient b0 worsens the control effect of
the controller. This experiment simulation suggests that the
optimal selection range of b0 is [1.5, 2.0].

V. CONCLUSION
In this study, a nonlinear fractional active disturbance rejec-
tion control is proposed to stabilize a nonlinear hydraulic
turbine regulating system with a mechanical delay. First,
the hydraulic turbine regulating system with a mechanical
delay is converted into a matched active disturbance rejection
control model using the coordinate transformation method.
Second, a new nonlinear extended state observer is designed
based on the basic form of the classical observer. Third,
based on the classical state error feedback law and introduc-
ing two adjustable parameters, a new adjustable fractional-
order feedback control is proposed. Fourth, a novel non-
linear fractional active disturbance rejection control with a
time delay nonlinear hydraulic turbine regulating system is
designed. Finally, the nonlinear hydraulic turbine regulating
system with a time delay is numerically tested considering
model matching and load disturbance. Although the control
effect of the hydraulic turbine regulation systemworsens with
the increase in the mechanical delay of the hydraulic servo
system, the improved fractional active disturbance rejection
speed controller can accelerate the response speed of the
system signal with a small overshoot. The speed can reach
a stable value within 10 s under the action of the fractional
active disturbance rejection speed controller. The fractional
active disturbance rejection controller effectively eliminates
the defects of system oscillation after stabilization. The pro-
posed fractional-order active disturbance rejection speed con-
troller has a strong anti-interference ability and can quickly
compensate for disturbance signals. Numerical experiments
verify the effectiveness and robustness of the proposed con-
troller.

This study has shortcomings. In the actual operation pro-
cess of a hydropower station, there is not only mechanical
delay caused by the hydraulic servo system but also hydraulic
delay caused by the water hammer effect of the pressure
pipeline. Moreover, in the simulation experiment of the con-
trol system parameters, we find that the parameters have a
great influence on the control effect of the controller. There-
fore, parameter optimization remains a difficult problem in
complex nonlinear control systems. Therefore, research on
the control problem of the nonlinear hydraulic turbine regu-
lating systems will remain the key work in the future.
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