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ABSTRACT The purpose of sentiment classification is to solve the problem of automatic judgment of text
sentiment tendency. In the sentiment classification task of online reviews, traditional deep learning sentiment
classification models focus on algorithm optimization to improve the classification performance of the
model, but when the sample data for manually labeling sentiment tendencies is insufficient, the classification
performance of the model will be poor. The deep learning sentiment classification model based on weak
tagging information, on the one hand, introduces weak tagging information into the training process of the
model to reduce the use of manually tagging data. On the other hand, weak tagging information can represent
the sentiment tendency of reviews to a certain extent, but it also contains noise, themodel reduces the negative
impact of the noise in weak tagging information in order to improve the classification performance of the
sentiment classification model. The experimental results show that in the sentiment classification task of
hotel online reviews, the deep learning sentiment classification model based on weak tagging information
has superior classification performance than the traditional deep model without increasing labor cost.

INDEX TERMS Deep learning, sentiment classification, weak tagging information, imbalanced
classification.

I. INTRODUCTION
The development of the Internet has given users a platform for
freely posting online reviews. Online reviews include product
reviews, movie reviews, and service reviews. These reviews
contain sentiment information that people want to express.
Sentiment information in online reviews can help companies
improve their products, help the government monitor pub-
lic opinion, and provide references for other users. Mining
sentiment information from review text requires sentiment
analysis technology, and one of the basic tasks of sentiment
analysis technology is sentiment classification. The process
of automatically discriminating the sentiment tendency of the
text is sentiment classification.

Traditional deep learning models focus on algorithm opti-
mization to improve the classification performance of the
model and perform well in sentiment classification tasks.
However, the training process of traditional sentiment clas-
sification model based on deep learning requires large-scale
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manually tagging samples of sentiment tendency, which will
consumes a huge amount of human resources. For reasons
of clarity, the sample data of artificially tagging sentiment
tendency is defined as tagging data below. In the face of mas-
sive review data, it is difficult to manually tagging the sen-
timent tendency of each review sample. The online reviews
of many platforms not only contain the review text, but also
some other information such as scores, emojis, labels, etc.
These information can be regarded as the user’s tagging of
their own reviews text. Introducing this information into the
model training of deep learning model can reduce the use
of tagging data. However, there is no uniform standard for
users to post reviews, as some reviews are arbitrary. The
sentiment tendency of information tagging such as rating is
inconsistent with the sentiment expressed in user’s review
text (such as negative review text with high score). As shown
in Fig 1, a user posted a negative review text on an iPhone 11
purchased on an e-commerce platform, but gave a positive
score of 4 stars, which is called noise. Because of the noise
in scores, emoticons, labels and other information, we define
this information as weak tagging information. The sample
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FIGURE 1. Example of noise in weak tagging information.

data containing weak tagging information is defined as weak
tagging data. The samples whose weak tagging information
and the sentiment tendency expressed by the review text are
inconsistent are defined as noise samples, and the samples
whose weak tagging information and the sentiment tendency
expressed by the review text are consistent are defined as the
correct samples. The difference between weak tagging data
and tagging data is that weak tagging data contains noise
samples, while tagging data does not contain noise samples.

Traditional researchers usually equate the use of weak
tagging data with the use of tagging data, that is, only using
weak tagging data to train sentiment classification model.
This solves the problem of insufficient tagging data, but due
to the presence of noise samples in weak tagging data, noise
samples will have a negative impact on the model during
model training and reduce the classification performance
of the model. Therefore, to reduce the negative impact of
noise samples on the model while introducing weak tagging
information into model training is difficult to accomplish.

A small number of samples are extracted from all samples
to manually tag the sentiment tendency, and a small number
of tagging data and massive weak tagging data composed
of the remaining samples are obtained. The following two
methods are proposed to train sentiment classification mod-
els using tagging data and weak tagging data to reduce the
negative impact of noise samples in weak tagging data on the
model, thereby improving the classification performance of
the model.

(1) The training of sentiment classification model is
divided into two stages. In the first stage of training massive
weak tagging data is used to train the model, and then some
of tagging data is used to continue training the model to
fine-tune the model in the second stage.

(2) Firstly, the neural network noise reduction model is
trained by using some of tagging data and the original weak
tagging data corresponding to these tagging data, which is
used to denoise the weak tagging data. Then, massive weak
tagging data are denoised by noise reduction model, and the
output of noise reduction model is used as the input of sen-
timent classification model to train sentiment classification
model.

Experiments show that the two methods proposed in the
process of introducing weak tagging information to partic-
ipate in model training can effectively reduce the negative
impact of the noise contained in weak tagging information

on the sentiment classification model, thereby improving the
sentiment classification performance of the model.

The structure of this article is as follows: Section 2 intro-
duces some work related to this article in detail;
Section 3 introduces the deep learning sentiment classifi-
cation model based on weak tagging information proposed
in this article; Section 4 gives the experimental results of
the sentiment classification model comparative analysis with
classification performance; Section 5 summarizes this article
and proposes a prospect for the future.

II. RELATED WORK
A. SENTIMENT CLASSIFICATION
At present, sentiment classification is mainly divided into
two research directions: sentiment classification based on
dictionary and sentiment classification based on machine
learning [1]–[3]. References [4]–[7] each proposed a new
sentiment dictionary. Experiments show that the classifica-
tion performance in sentiment classification tasks is superior
to traditional sentiment dictionaries, and classification per-
formance of sentiment classification method based on dictio-
nary is excellent. However, sentiment dictionary is domain
dependent. Once the application field of the sentiment clas-
sification task changes, the classification performance of
the classification model based on the sentiment dictionary
would decrease. Reference [8] proposed to use multi-domain
data to create an sentiment dictionary to solve the domain
dependency problem of sentiment dictionary. Although the
domain dependence of sentiment dictionary was weakened,
the largest problem of sentiment classification model based
on dictionary is that the construction of sentiment dictionary
needs much human participation, Moreover with the explo-
sive growth of network data, it is difficult to solve the problem
of unknown words in sentiment dictionary by manually.

Reference [9] proposed to use machine learning technol-
ogy to complete the task of sentiment classification. Experi-
ments show that the sentiment classification model based on
machine learning has excellent classification performance.
Reference [10]–[12] each proposed a new machine learn-
ing algorithm to complete sentiment classification tasks and
achieved high classification performance. Compared with the
sentiment classification model based on dictionary, sentiment
classification model based on machine learning avoids the
problem of unknown words, but the feature engineering of
traditional machine learning algorithm still requires high
labor costs. As a branch of machine learning, deep learning
has developed rapidly in recent years, and has performed
well in sentiment classification tasks of large-scale texts
such as online reviews. Deep learning technology greatly
reduces labor costs compared to machine learning tech-
nology. Word2vec, ELMO [13], BERT [14] promoted the
application of deep learning in sentiment classification tasks.
References [15]–[17] have proposed innovative deep learning
models for sentiment classification. Experiments show that
the classification performance is better than the traditional
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deep learning models. However, most of the data sets used
by these models are standard data sets for artificially tagging
sentiment tendency, and the lack of large-scale tagging data
for supervised training of deep learning models is the appli-
cation bottleneck of deep learning models.

B. WEAK TAGGING DATA
Introducing weak tagging data into the training process of
deep learning models can solve the problem of insufficient
training data. At present, there are relatively few researches
on weak tagging data. Reference [18] in Twitter mining
using semi-supervised classification for relevance filtering
in syndromic surveillance, with weak tagging data is intro-
duced in the task to complete the classification task. Ref-
erence [19] has tagged 1.6 million Twitter texts and built
an emoji sentiment dictionary. The experiment verified the
effectiveness of emoji, which was weak tagging information,
in sentiment classification tasks. Reference [20] proposed
two big data systems to use emoticons to complete the sen-
timent classification task of Twitter text. The experiment
proved that the accuracy and robustness character of the two
proposed systems were excellent. Reference [21] introduced
weak tagging data in training of deep learning models, and
achieved excellent classification performance in sentiment
classification tasks. In sentiment classification tasks, these
researchers all use weak tagging data as equivalent to tagging
data, but ignore the characteristics of noise contained in weak
tagging data. Therefore, while using weak tagging data, this
paper proposes two methods to reduce the negative impact
of the noise samples contained in weak tagging data on the
sentiment classification model, thereby improving the classi-
fication performance of the sentiment classification model.

III. METHODS
A. DATA CLEANING
The sample data used in this article is the review data of
Beijing Express hotels crawled from the hotel website. The
weak tagging information used is the score given to the hotel
by the user while publishing the hotel text review. According
to the score system, the full score of each review is 5. The
reviews with score more than 2.5 points are classified as
positive sentiment tendency, and those with score less than
or equal to 2.5 points are classified as negative sentiment
tendency. A total of 983220 online reviews were crawled, and
the sentiment tendency distribution after dividing all the data
according to weak tagging information is shown in Fig 2:

The review data often contains some information that is not
helpful for subsequent sentiment classification tasks. The use
of technologies related to data cleaning can improve the qual-
ity of data, thereby improving the classification performance
of subsequent sentiment classification models. The specific
data cleaning steps are shown in Fig 3:

Delete special mark: Because there is no uniform rule
when users post their own reviews on the website, they often

FIGURE 2. The number distribution of sentiment tendencies.

FIGURE 3. Data crawling and cleaning.

include some special marks in the text reviews that have
nothing to do with the sentiment tendency of the sample.

Word segmentation: Chinese online reviews posted by
users are in the form of word sequences. Word segmentation
refers to dividing the word sequence of each online review
into multiple individual words.

Delete stop words: Stop words refer to words that have
no semantic meaning for the entire online review, such as
interjections, pronouns, etc. The removal of stop words and
removal of special signs have the same effect, which can
help the subsequent sentiment classification model to better
capture the main semantics of the review sentence.

Delete low frequency words: due to the large number of
Internet users, there are various words for each person to
express their sentiments. Although some words can repre-
sent certain sentiment tendency, their frequency is too low.
Learning the sentiment tendency of low frequency words has
more disadvantages than advantages for the whole sentiment
classification model.
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After that, Delete the empty reviews. Finally, the data is
stored in the database to facilitate the use of subsequent
sentiment classification model.

In the experiment, a small number of samples are first
extracted from all samples to manually tag the sentiment
tendency. According to the definition of noise samples given
in Section 1, Fig 4 shows the distribution of noise samples and
correct samples before the sentiment tendency of the samples
is manually tagging.

FIGURE 4. Data distribution of noise samples and correct samples.

A total of 19233 samples are tagged tagging in the exper-
iment, including 1828 noise samples accounting for 9.50%.
The proportion of noise samples in the weak tagging data is
not very large, so the weak tagging data can represent the
user’s true sentiment tendency in most cases. However, this
part of the noise samples would nonetheless have a great neg-
ative impact on the sentiment classificationmodel. Therefore,
if we want to further improve the classification performance
of the sentiment classification model, we should not ignore
the existence of noise samples.

B. SENTIMENT CLASSIFICATION MODEL
BASED ON BiLSTM
Long Short-Term Memory (LSTM) [22] neural network is
a recurrent neural network that introduces a ‘‘gate’’ mecha-
nism. The LSTM neural network can capture the semantic
dependence of a longer distance, and avoid the vanishing
gradient problem of the traditional recurrent neural network
due to the long sequence. Fig 5 shows the distribution of
the number of words contained in all the review samples.
Statistics show that most of the review samples contain fewer
words, and the number of samples within 50 words accounts
for 98.51% of the total sample number. Therefore, LSTM is
suitable for the sentiment classification task of hotel reviews.

The calculation process of LSTM is given in (1)∼(6).
σ refers to the Sigmoid activation function, � refers to
the dot product operation between the weight matrices,
{W∗,U∗,V∗}∗∈{i,f ,c,o} refers to the parameter set in the LSTM
unit; xt , ct , it , ft , ot , c̃t , ht They respectively represent the
input of the LSTM unit at time t , the cell state, the value of
the input gate, the value of the forget gate, the value of the

FIGURE 5. Distribution of the number of words contained in the review
samples.

output gate, the state of the candidate cell, and the output of
the LSTM unit.

it = σ (Wixt + Uiht−1 + Vict−1) (1)

c̃t = tanh(Wcxt + Ucht−1) (2)

ft = σ (Wf xt + Uf ht−1 + Vf ct−1) (3)

ct = ft � ct−1 + it � c̃t (4)

ot = σ (Woxt + Uoht−1 + Voct ) (5)

ht = ot � tanh(ct ) (6)

LSTM can understand text semantics as a whole and
performs well in sentiment classification tasks [23]. How-
ever, LSTM can only capture the semantic dependence of
a single direction. Bi-directional Long Short-Term Memory
(BiLSTM) [24] neural network is an improved LSTM neural
network that can capture bidirectional long-distance semantic
dependencies. Therefore, in the experiment, the BiLSTM
neural network is mainly used as the basic component in
the deep learning sentiment classification model to obtain
superior classification performance. Fig 6 shows the structure
of the BiLSTM neural network.

FIGURE 6. Structure diagram of BiLSTM.

Word2vec is used to convert the text information of the
review data into a vector representation, which is then input
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FIGURE 7. Structure diagram of sentiment classification model based on
BiLSTM.

into BiLSTM. Final sample sentiment classification result
is obtained by passing BiLSTM to the Sigmoid layer. The
specific sentiment classification model is shown in Fig 7:

C. BILSTM SENTIMENT CLASSIFICATION MODEL BASED
ON TWO-STAGE TRAINING
The BiLSTM sentiment classification model based on
two-stage training trained in two stages is the first deep
learning sentiment classification model based on weak tag-
ging information. The structure of the sentiment classification
model used in the experiment is consistent with the sentiment
classification model based on BiLSTM (SC_BiLSTM), and
only innovations are made in the training method of the
model. The training of the model is divided into two stages,
and a schematic diagram of the two-stage training method is
shown in Fig 8.

FIGURE 8. Schematic diagram of two-stage model training.

First, massive weak tagging data is used to train the
SC_BiLSTM (model 0) in the first stage. In Fig 4 of

TABLE 1. BiLSTM sentiment classification model based on two-stage
training.

Section 3.A, it can be seen that the proportion of noise
samples in weak tagging data is small. Therefore, after train-
ing model 0 with massive weak tagging data, we can get a
sentiment classification model (model 1) is gained which can
capture the review semantics well. After that, the model 1
parameters are used as the initial parameters of the second
stage model (model 2) training, and some of tagging data
is input into the model for training, so as to fine-tune the
model parameters, with the aim of reducing the negative
impact of the noise samples input in the first stage of model
training on the sentiment classification model, improving the
classification performance of the model, and obtaining the
final sentiment classification model (model 3). Table 1 shows
the training process of the BiLSTM sentiment classification
model based on two-stage training.

D. SENTIMENT CLASSIFICATION MODEL BASED ON
DENOISING OF WEAK TAGGING DATA
The sentiment classification model based on denoising of
weak tagging data is the second deep learning sentiment clas-
sification model based on weak tagging information. A deep
learning model is constructed for denoising weak tagging
data. The denoising model of weak tagging data based on
deep learning uses the text information and tagging informa-
tion of the tagging data as output, and uses the text informa-
tion and weak tagging information of the corresponding weak
tagging data before manually tagging sentiment tendency as
the input for the denoising model of weak tagging data based
on deep learning model training. Fig 9 shows the structure
of the weak tagging data denoising model based on deep
learning.

We use Word2vec to construct the review text into a vec-
tor representation (Vector_x), and convert the weak tagging
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FIGURE 9. Structure diagram of weak tagging data denoising model
based on deep learning.

information (Tag_x) of the corresponding review text into a
vector (Vector_weak) with the same dimension as Vector_x.
If the weak tagging information represents a positive senti-
ment tendency, the elements in Vector_weak are all 1. If the
weak tagging information represents a negative sentiment
tendency, the elements in Vector_weak are all 0. We join
Vector_x and Vector_weak through the Concatenate layer
and then input them into the BiLSTM layer to complete the
Encode part of the weak tagging data denoising model based
on deep learning.

Through the attention layer between Encode and Decode,
the attention mechanism is used to improve the performance
of the deep learning model. In (7)∼(9), the specific calcula-
tion steps of the attention mechanism are given. Where Tx is
the sequence length; ct is the semantic vector of t; eti is the
alignment model, representing the degree of influence of the
hidden layer state hi of the BiLSTM in the Encoder at time i
on the hidden layer state st of the BiLSTM in the decoder at
time t , calculated by hi and st−1; αti is the attention weight
normalized by eti through softmax.

ct =
Tx∑
i=1

atihi (7)

αti =
exp(eti)∑Tx
k=1 exp(etk )

(8)

eti = a(st−1, hi) (9)

Entering the Decoder part of the deep learning model,
the data is divided into two parts through the BiLSTM layer,
one part is output directly as the vector representation of the
review text (Vector_y), and the other part is obtained through
the Sigmoid layer to get the denoised tagging information
(Tag_y).

The sentiment tendency of the data is manually tagged,
without changing the text information of the review sample.
Since only the tag of the noise sample is modified, the input
of the weak tagging data denoising model based on deep
learning during the training process and the review text infor-
mation in the output remain the same, that is, Vector_x same
as Vector_y, both are word vectors converted from the review
text byWord2vec. In the training process, the input and output
of the weak tagging data denoising model based on deep
learning have different tagging information. The output is
the tagging information of the tagging data, and the output is
the weak tagging information of the tagging data before the
sentiment tendency of the review sample is manually tagging.
Therefore, Tag_x and Tag_y is different.

After theweak tagging data denoisingmodel based on deep
learning training is completed, the model has the ability to
reduce noise on weak tagging data. When using this model,
once weak tagging data are input, output data with reduced
noise are obtained. During the training process, the text
information and tagging information interacted, and the text
information is adjusted in the process of denoising weak
tagging information. Therefore, when the model is used, Vec-
tor_x and Vector_y are different. Vector_x is still the vector
representation of the original review text, and Vector_y is the
vector representation of the review text after considering the
denoising of weak tagging data.

After the training of the denoising model for weak tag-
ging data based on deep learning is completed, the sub-
sequent sentiment classification model based on BiLSTM
(DN_BiLSTM) is constructed to complete the sentiment
classification task. Fig 10 shows the structure of the entire
sentiment classification model based on denoising of weak
tagging data. The ‘‘DN_Model’’ in Fig 10 represents the
trained denoising model of weak tagging data based on deep
learning. Input the text information and weak tagging infor-
mation of massive weak tagging data into the DN_Model,

FIGURE 10. Structure diagram of the sentiment classification model
based on denoising of weak tagging data.
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and output the denoised text vector representation and tagging
information. The denoised text vector representation is used
as the input of the DN_BiLSTM, and the denoised tagging
information is used as the output of the DN_BiLSTM to com-
plete the training of the DN_BiLSTM. Thus, the training of
the whole sentiment classification model based on denoising
of weak tagging data is completed.

IV. EXPERIMENT
A. EXPERIMENTAL SETUP
Two experiments were carried out in this paper. The purpose
of the first experiment is to select the noise reduction model
with the best noise reduction performance. The second exper-
iment is to select the sentiment classification model with the
best classification performance.

In the first experiment, in addition to the DN_Model model
in Fig 9 in Section 3.D, two control groups were set up
with this model as the template. Control group 1 changed
all the BiLSTM layers in the DN_Model model of Fig 9 to
BiGRU [25] layer, and control group 2 changed all the
BiLSTM layers in the DN_Model model of Fig 9 to Text-
CNN [26] layer. The parameters of BiLSTMandBiGRUused
by DN_Model are the same. The parameters of BiLSTM and
BiGRU are given in Table 2.

TABLE 2. Parameter table of BiLSTM and BiGRU in DN_Model.

Table 3 shows the parameter settings of Text-CNN.

TABLE 3. Parameter table of Text-CNN in DN_Model.

Perform data cleaning is performed. The steps of data
cleaning are shown in Fig 3 in 3.A. In data cleaning, use jieba
segmentation to segment the review text, and use the HIT stop
words list to remove the stop words. A total of 983,220 hotel
online review samples have been crawled, and 19,233 sam-
ples are extracted from them to manually tagging the senti-
ment tendency. Thirty percent of the 19233 manually tagging
data are selected as the test set of all experimental groups.

An experiment group (BiLSTM_Tag) is set up that uses
only some of tagging data to train the sentiment classi-
fication model based on BiLSTM. An experiment group
(BiLSTM_FullT) is set up that mixes some of tagging
data and massive weak data to train the sentiment classi-
fication model based on BiLSTM. The first stage of the
BiLSTM sentiment classification model based on two-stage
training uses massive weak tagging data for training (BiL-
STM_Weak), and the second stage uses some of tagging
data to continue training on the basis of BiLSTM_Weak
(BiLSTM_Continue). BiLSTM_Tag, BiLSTM_FullT, BiL-
STM_Weak, BiLSTM_Continue use the same model struc-
ture, and they are different only in the model training data.

The training of the sentiment classification model based on
denoising of weak tagging data includes the training of two
models. First we train the denoising model of weak tagging
data based on deep learning (DN_Model), and then train the
sentiment classification model (DN_BiLSTM). The output
of DN_Model contains the denoised tagging representation,
which is also the result of sentiment classification. Therefore,
it is also necessary to test the sentiment classification perfor-
mance of DN_Model on the test set.

Table 4 shows the number distribution of each sentiment
tendency of the samples in training set and test set of each
model.

TABLE 4. The distribution of the number of sentiment tendencies in each
data set.

All models in the experiment are built using TensorFlow,
an open source framework for deep learning. Since the num-
ber of samples within 50 words accounts for 98.51% of the
total number of samples, the length of the vector output by
Word2vec is set to 50. The hyperparameter settings of BiL-
STM neural network used in sentiment classification model
are shown in Table 5:

Use F1, geometric mean (G-mean) [27]–[29], and accu-
racy are used as the evaluation index of model classification
performance. F1 and accuracy rate are commonly used clas-
sification evaluation indicators. From Fig 2 in Section 3.B,
it can be seen that there is a large gap between the number
of samples of positive and negative sentiment tendencies.
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TABLE 5. Hyperparameter settings of BiLSTM neural network used in
sentiment classification.

Therefore, the sentiment classification of hotel online reviews
is an imbalanced classification task, while in the imbalanced
classification task, G-mean is Classical evaluation index.
In (10) and (11), the calculation methods of F1 and G-mean
are given respectively.

F1 = 2×
precision× recall
precision+ recall

(10)

G− mean = n

√√√√ n∏
i=1

Recalli (11)

recalli–in (12) represents the recall rate of category i. The
experiment only completes the binary classification task of
sentiment classification of hotel online reviews, so the value
of n is 2.

B. EXPERIMENTAL RESULTS
Table 6 shows the performance comparison of the three noise
reduction models, where the bold numbers are the optimal
values of each evaluation index.

TABLE 6. Noise reduction performance comparison.

It can be concluded that BiGRU has poor classification
performance because it is greatly affected by the unbal-
anced data distribution. Compared with Text-CNN, BiLSTM
has basically the same F1 and Accuracy, but BiLSTM is
0.022 higher than Text-CNN on the G-mean index. On the
whole, DN_Model with BiLSTM as the component has the
best noise reduction performance. Therefore, the DN_Model
used in the subsequent experiments is constructed with
BiLSTM.

Table 7 shows the sentiment classification performance
of all experimental groups, where the bold numbers are the
optimal values of each evaluation index.

Compare the classification performance of BiLSTM_Tag,
BiLSTM_FullT, and BiLSTM_Weak, and make a histogram
as shown in Fig 11:

It can be seen from Fig 11 that all the evaluation indi-
cators BiLSTM-Tag in the three experiment groups are the

TABLE 7. Comparison of classification performance of each experiment
group.

FIGURE 11. Comparison of classification performance of experiment
groups (1), (2), (3).

highest. In the experiment, BiLSTM_Tag training only uses
tagging data, while BiLSTM_FullT and BiLSTM_weak both
use weak tagging data in training. The training set of BiL-
STM_FullT not only contains the weak tagging data also
contains the tagging data used for BiLSTM-Tag training.
Experiments have proved that if the weak tagging data is
directly used in deep learning model training without pro-
cessing, it will cause the performance of the classification
model to decrease. In addition, the evaluation index values of
BiLSTM_FullT and BiLSTM_weak are basically the same,
which proves that mixing some of tagging data with massive
weak tagging data during training does not play the role of
tagging data. The accuracy of BiLSTM_weak reached 0.887,
and the F1 reached 0.708, which proves that the sentiment
classificationmodel trained onmassiveweak tagging data has
been able to capture the sentiment tendency of the review text
well.

Fig 12 shows the classification performance comparison of
BiLSTM_Tag, BiLSTM_weak, and BiLSTM_Continue. The
classification performance of BiLSTM_Continue is more sat-
isfactory higher than BiLSTM_weak, which proves that the
Bilstm sentiment classification model based on two-stage
training can effectively use some of the tagging data. BiL-
STM_Continue has the highest evaluation indicators in these
three experiment groups, which proves that the Bilstm senti-
ment classification model based on two-stage training uses
weak tagging data to participate in deep learning model
training, while reducing the negative impact of noise samples
in weak tagging data on the model, and achieved superior
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FIGURE 12. Comparison of classification performance of experiment
groups (1), (3), (4).

classification performance. Compared with BiLSTM_Tag,
BiLSTM_Continue has increased 0.038, 0.071, 0.013 in F1,
G-mean, and Accuracy, respectively.

Fig 13 shows the classification performance compari-
son of BiLSTM_Tag, DN_Model, and DN_BiLSTM. The
DN_Model, which also uses some annotation data for model
training, has better classification performance than BiL-
STM_Tag. Themain reason for analyzing this phenomenon is
that DN_Model has amore complex neural network structure.
The simpler reason for the construction of the sentiment
classification model based on BiLSTM is that complex net-
work training takes more time. If using the same complex
network structure as DN_Model, it will consume a large
amount of time and cost when using massive weak tagging
data to train the model. Therefore, in the experiment, only
DN_Model with a more complex network structure will be
trained with some tagging data. DN_BiLSTM has achieved
more positive classification performance than DN_Model.
The analysis reason is that on the one hand, massive weak
tagging data has more comprehensive review sample char-
acteristics, and on the other hand, after the weak tagging
data is denoised by DN_Model, the negative impact of the
noise samples in the weak tagging data on the classification
performance of the model is reduced. Compared with BiL-
STM_Tag, DN_BiLSTM increased by 0.056, 0.105, 0.019 in
F1, G-mean, and Accuracy, respectively, and DN_BiLSTM
achieved the best values of all experimental groups on all
evaluation indicators.

BiLSTM_Continue uses tagging data to offset the negative
impact of noise samples on the classification performance
of sentiment classification model. This method is relatively
simple, while DN_BiLSTM is a denoising method for learn-
ing weak tagging data to reduce the negative impact of
noise samples on the classification performance of sentiment
classification model. Therefore, DN_BiLSTM has superior
classification performance than BiLSTM_Continue.

The above results prove that the two proposed deep learn-
ing sentiment classification models based on weak tagging
information have superior classification performance than the

FIGURE 13. Comparison of classification performance of experiment
groups (1), (5), (6).

traditional Sentiment classification model based on BiLSTM
that only uses tagging data to train.

V. CONCLUSION
This paper proposes two deep learning sentiment classifi-
cation models based on weak tagging information, which
are a BiLSTM sentiment classification model based on
two-stage training and a sentiment classification model based
on denoising of weak tagging data. The deep learning senti-
ment classification model based on weak tagging information
uses weak tagging data for model training while reducing
the negative impact of noise samples in weak tagging data
on the classification performance of the sentiment classifi-
cation model, and improves the classification performance
of the sentiment classification model. In the experiment,
the deep learning sentiment classification models based on
weak tagging information is compared with the traditional
sentiment classification model that only uses tagging data
for training, and the sentiment classification model that uses
weak tagging data for training but equates the weak tagging
data with tagging data. The experimental results show that
the deep learning sentiment classification model based on
weak tagging information compared with other sentiment
classification models, in the sentiment classification task of
hotel online review data, the classification performance is
significantly improved without increasing the labor cost.

In the next step, the deep learning sentiment classification
model based on weak tagging information will be applied
to the sentiment classification task of more types of online
reviews such as e-commerce reviews and Twitter reviews,
and will try to use more types of weak tagging information
such as emoticons, symbols, etc. to improve the emotion
classification performance of the model. The sentiment clas-
sification model based on denoising of weak tagging data
obtained the highest classification performance of all the
experimental groups, but it is also the model with the highest
time complexity. Therefore, in the future, we should try to
reduce the time complexity of the model while maintaining
high classification performance.
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