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ABSTRACT The General Data Protection Regulation (GDPR), adopted in 2018, profoundly impacts
information processing organizations as they must comply with this regulation. In this research, we consider
GDPR-compliance as a high-level goal in software development that should be addressed at the outset of
software development, meaning during requirements engineering (RE). In this work, we hypothesize that
natural language processing (NLP) can offer a viable means to automate this process. We conducted a
systematic mapping study to explore the existing literature on the intersection of GDPR, NLP, and RE. As a
result, we identified 448 relevant studies, of which the majority (420) were related to NLP and RE. Research
on the intersection of GDPR and NLP yielded nine studies, while 20 studies were related to GDPR and RE.
Even though only one study was identified on the convergence of GDPR, NLP, and RE, the mapping results
indicate opportunities for bridging the gap between these fields. In particular, we identified possibilities for
introducing NLP techniques to automate manual RE tasks in the crossing of GDPR and RE, in addition to
possibilities of using NLP-based machine learning techniques to achieve GDPR-compliance in RE.

INDEX TERMS General data protection regulation, systematic mapping study, requirements engineering,

natural language processing.

I. INTRODUCTION

As of 25 May 2018, the General Data Protection Regulation
(GDPR) came into effect to protect the processing of personal
data and thus endeavoring to assure the rights of data sub-
jects [1]. Initiated by the European Union, this development
has given individuals located within the European Union
more control over their data and forces organizations that fall
under its jurisdiction to adhere to the GDPR, while insub-
ordination may lead to financial penalties and possibly to
loss of reputation. It is therefore imperative for organizations
to consider GDPR-compliance at the outset of developing
information systems. For this reason, the GDPR urges organi-
zations to meet, in particular, the principles of data protection
by design and data protection by default.

Recital 78 of the GDPR states that ““to be able to demon-
strate compliance with this Regulation, the controller should
adopt internal policies and implement measures which meet
in particular the principles of data protection by design and

The associate editor coordinating the review of this manuscript and

approving it for publication was Imran Sarwar Bajwa

66542 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

data protection by default” [1]. By addressing data protec-
tion considerations—as decreed by the GDPR—in the devel-
opment process of software systems, organizations ensure
awareness of the regulations among involved professionals
and avoid haphazardness in designing the software system.
This process of eliciting high-level goals early in the develop-
ment process is crucial for solidifying these goals in the sys-
tem, which brings us to the field of Requirements Engineering
(RE) [2]. In this research, we approach GDPR-compliance
as a high-level goal in software development, and for this
reason, we consider RE as the quintessential paradigm to
address the GDPR and realize data protection by design and
data protection by default.

GDPR-compliance demands significant efforts in the form
of substantial financial and human resources, along with
training of employees [3]. To abet organizations in achiev-
ing compliance from an RE lens, automation in the form
of natural language processing (NLP) may be the answer.
Considering the availability of NLP tools in RE, NLP can
empower RE professionals in their tasks [4]—and the orga-
nization as a whole—by adopting a more proactive stance
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towards GDPR-compliance. This is especially the case when
we consider the significance and increase of natural language
use in requirements representation [5].

To our knowledge, no systematic mapping study combin-
ing the fields of NLP and RE while centering on GDPR-
compliance has already been published. With this research,
we aim to fill this gap and aid organizations in meet-
ing the GDPR by collecting approaches and solutions in
RE, NLP, or both, that can be used for GDPR-compliance.
To gather this information, we pose the following three
research questions and aim to answer them through a sys-
tematic mapping study: 1) What NLP approaches are useful
for RE and for which activities?; 2) Which NLP approaches
are available for achieving GDPR-compliance in organiza-
tions?, and; 3) Which state-of-the-art RE solutions support
the GDPR-guidelines? The answers to these questions will
provide us with insight into the state-of-the-art approaches
that can be used for achieving automated GDPR-compliance
during the RE process of software development.

The rest of this paper is structured as follows.
Section 2 provides background information, related work
and identifies the research gap that we address. Section 3
describes the adopted approach for our systematic map-
ping study and outlines the literature mapping protocol.
Section 4 describes the results of the mapping study.
Section 5 describes the principal findings and threats to the
validity of our approach. Finally, Section 6 concludes our
research and provides pointers to future work.

Il. BACKGROUND

In this research, we define automated GDPR-compliance as
utilizing NLP approaches in RE activities to comply with
the GDPR. To achieve GDPR-compliance, companies need
to invest in, inter alia, workforce, resources, and technol-
ogy platforms—however, most organizations are not yet ade-
quately prepared [6]. For this reason, we conduct a systematic
mapping study to outline available RE and NLP approaches
that can be used for automated GDPR-compliance, conse-
quently researching the crossroads of GDPR, NLP, and RE.
This section will discuss the relevance of these research
fields, the implications of the GDPR, and finally, a brief
overview of related work is given.

A. GENERAL DATA PROTECTION REGULATION

The GDPR is a European regulation that aims to protect
personal data and becomes relevant for companies as soon
as any data processing takes place [1]. The GDPR applies
to the European Economic Area (EEA) [7] and to every
organization outside the EEA that processes data of European
data subjects and has, therefore, a significant impact on the
digital market of the world [8]. The GDPR defines seven
principles related to personal data processing: lawfulness,
fairness and transparency, purpose limitation, data minimiza-
tion, accuracy, storage limitation, integrity and confidential-
ity, and accountability. These principles yield the following
data subject rights: right of access, right to be informed, right
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to rectification, right to erasure, right to restriction of process-
ing, right to data portability, right to object, and rights related
to automated decision-making, including profiling. Article
25 of the GDPR states that the controller—the person or entity
that determines the purposes and means of the processing
of personal data—should implement appropriate technical
and organizational measures which are designed to enforce
these data-protection principles [1]. The recognition that the
conditions for data processing are fundamentally being set by
the soft- and hardware used for the task [9], opens the gate
for RE to enter the discourse. As will be explained in the
following sub-section, RE is concerned with understanding
and realizing a software system’s higher goal. One does not
need much imagination to identify the implementation of
appropriate technical measures as an RE challenge. Hence,
in this research, we will look at GDPR-compliance in the light
of RE.

B. REQUIREMENTS ENGINEERING

RE entails elicitation, evaluation, specification, analysis, and
evolution of the objectives, functionalities, qualities, and con-
straints to be achieved by a software-intensive system within
some organizational or physical environment [10]. These
activities collaborate in order to understand the intended
higher goal of a software system by identifying stakehold-
ers and their needs, and documenting these in a form that
is amenable to analysis, communication, and subsequent
implementation [2]. “Inappropriate and ill-defined software
requirements” detriment information systems projects, and
thus stress the importance of RE [11]. Due to the importance
and defining character of RE, we consider this paradigm
potent for instilling the GDPR in software systems. In this
research, we consider GDPR-compliance as one of the higher
goals of a system; assuming that the corresponding organiza-
tion falls under the GDPR’s jurisdiction.

C. NATURAL LANGUAGE PROCESSING

According to [12], NLP is ‘““a theoretically motivated range
of computational techniques for analyzing and representing
naturally occurring texts at one or more levels of linguistic
analysis” to achieve human-like language processing. From
this definition follows—as argued by the author—that NLP is
not usually considered a goal in and of itself, which we aim
to exemplify in this research by mapping NLP approaches
useful for achieving automated GDPR-compliance in RE.
RE is a particularly fertile field for the use of NLP since
requirements are regularly expressed in natural language [5].
This is inherently true for GDPR data protection require-
ments. Furthermore, NLP technologies may come in useful
by assisting software professionals in dissecting the legalese
nature of the GDPR. Despite the growing interest in applying
NLP techniques to RE practice [4], it may be that—due to the
novelty of the GDPR—not many automated NLP approaches
will be available as of yet for this cause. By investigating
this, we aim to shed light and outline the NLP possibilities
for automated GDPR-compliance in RE.
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D. RELATED WORK

A brief review of the literature—conducted on March 2020
using the IEEE Xplore Digital Library—demonstrates that no
systematic literature study is available where RE approaches
and NLP approaches are aggregated for automated GPDR-
compliance. Our preliminary search shows that literature in
these fields (i.e., GDPR, NLP, and RE) broadly falls into
two categories: RE and GDPR-compliance, and NLP for RE.
Research in the first category does—to our best knowledge—
not comprise literature studies, whereas literature in the sec-
ond category does comprise literature studies. The next para-
graphs show a preliminary review of relevant literature. These
studies are summarized in Table 1.

TABLE 1. Preliminary review of related work.

Research
Domain(s)

Study Research Goal or Solution Proposal

[13] Modelling the GDPR using UML and OCL to pave GDPR, RE
the way for developing automated model-based
GDPR compliance analysis solutions.

[14] GuideMe, a 6-step approach to elicit solution re- GDPR, RE
quirements that ensure compliance with the legal
obligations imposed by the GDPR.

[15] A modelling framework to support the design of GDPR, RE
GDPR compliant systems.

[16] An approach to requirements engineering with re- GDPR, RE
gard to developing GDPR compliant software.

[19] Systematic literature review of utilization of NLP NLP, RE
in the domain of Software Requirement Engineer-
ing.

[18] Systematic literature review of NLP-techniques NLP, RE
that address ambiguity in requirements.

[20] Systematic literature review of machine learning NLP, RE
algorithms for identification and classification of
NFRs.

[17] Systematic literature review of the literature in NLP, RE
automated requirements elicitation.

[4]  Outline future research directions of NLP in RE.  NLP, RE

Focusing on RE and the GDPR, Torre et al. [13] present
an approach to model the GDPR using UML and OCL as
a first step towards developing future model-based auto-
mated methods for assessing GDPR-compliance. Further-
more, the authors report, not without importance, that no
automated approach for checking GDPR-compliance had
been published at the time of publishing their article.
In the same research stream, Ayala-Rivera and Pasquale [14]
present GuideME, a 6-step systematic approach that supports
practitioners in the elicitation of solution requirements from
the GDPR legal obligations. Moreover, Robol et al. [15]
propose a method to support the design of GDPR-compliant
systems based on a socio-technical approach composed of a
modeling language and a reasoning framework. Furthermore,
Ringmann e al. [16] present a proposal of generic reusable
technical requirements for the software development process
that satisfies the key principles of the GDPR.
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On the crossroads of NLP and RE, Meth et al. [17] report
a systematic review of literature in automated requirements
elicitation, focusing on the first activity of requirements
engineering. In a different literature review, Bano [18] maps
the application of NLP techniques that address ambiguity in
natural language requirements. Nazir ef al. [19] shed light
on the utilization of NLP in the domain of RE through
a systematic literature review. One of the outputs of this
research is a collection of leading NLP tools for RE. More
recently, Binkhonain and Zhao [20] reviewed machine learn-
ing algorithms for identification and classification of non-
functional requirements (NFRs), identifying the most popular
machine learning algorithms and the most used matrices
to measure the performance of these algorithms. Moreover,
Dalpiaz et al. [4] outline future research directions of NLP in
the RE discipline and argue, by means of the article’s subtitle,
that: “the best is yet to come”.

E. RESEARCH GAP

In short, a preliminary review of related literature and trial
searches proved that no scientific research has been done on
the intersection of GDPR, NLP, and RE (see Section III-B1
for an elaboration on trial searches). One of the studies—
the literature study by [19]—aims to investigate the applica-
tion of NLP techniques in RE and thus partly overlaps with
research question 1 of Section III-Al. However, our study
presents a more comprehensive approach with a high level
of granularity that aims to explore the literature on NLP-
based automated GDPR-compliance in RE. This is illustrated
by the number of identified studies: [19] arrives—through a
systematic literature study—at 27 relevant articles, whereas
our mapping study identifies 448 relevant studies. Further-
more, the mentioned study conducts a systematic literature
review and not a mapping study, which leaves a gap for
our intersectional research. More recently, [21] reported a
systematic mapping study of NLP for RE with an ostensibly
similar research goal as our first research question. However,
closer examination shows that the study in question adopts a
more fine-grained approach in classification, whereas we use
a higher abstraction level. This is reflected in our data extrac-
tion form, where we capture, among other things, research
methodology and research theory. Furthermore, our research
objective differs from this study as we aim to map the lit-
erature to build a bridge that facilitates automated GDPR-
compliance in RE, whereas [21] aims to survey the NLP for
RE landscape to understand the state-of-the-art and identify
open problems. This study was identified later and through
different means than the studies reported in the preliminary
review of Section II-D and was therefore not included in that
Section.

To explore the current state of research as to automated
GDPR-compliance using NLP in RE, a systematic study
of the literature will be conducted. In general, two types
of literature studies can be distinguished: systematic liter-
ature reviews and systematic mapping studies. Systematic
literature reviews help identify, evaluate, and interpret all
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available research relevant to a particular research question,
topic area, or phenomenon of interest [22]. On the other hand,
systematic mapping studies allow the evidence in a domain to
be plotted at a high level of granularity [22], [23].

Due to the novelty of the GDPR and a low number of
relevant studies in the preliminary search, we have opted to
conduct a systematic mapping study rather than a system-
atic literature review. Mapping studies provide a structure
of the type of research reports and results that have been
published by categorizing them, which is often accompanied
by a visualization of the results [24]. This approach falls in
line with our ambition to map research that centers around
automated GDPR-compliance in RE and to identify future
research opportunities.

ill. MAPPING METHOD

In our systematic mapping process, we followed the guide-
lines proposed in [22]. This section elaborates on the lit-
erature mapping—planning, conducting, and reporting the
results—and the rationale behind choices. Planning the map-
ping process is essential to maintain rigorousness in review-
ing and is, for that reason, the starting point of this study.

A. PLANNING THE MAPPING

Mapping protocols are the starting point for every literature
mapping and are comprised of the research questions to
be addressed through the literature mapping, and a detailed
description of the methods that will be used for mapping the
literature. By specifying a literature mapping protocol before-
hand, research bias possibilities are reduced [22]. In what
follows, the research questions, search strategy, study inclu-
sion criteria, and data extraction approach are specified and
motivated.

1) RESEARCH QUESTIONS

This study aims to map research conducted on the intersection
of GDPR, NLP, and RE. Initial queries showed that research
on this topic is scarce. For that reason, we decided to search all
possible combinations of the mentioned three domains. The
following research questions were formulated.

e RQ1 “What NLP approaches are useful for RE and
for which RE activity?” Literature shows that several
NLP approaches are available for the different activities
in RE. However, no systematic literature mapping exists
where these different approaches are mapped with the
tasks they can be used for while maintaining the higher
goal of automating GDPR-compliance in requirements
engineering.

e RQ2 “Which NLP approaches are available for achiev-
ing GDPR-compliance in organizations?”’ In addition
to mapping the NLP approaches that were developed
specifically for the RE domain, it is also interesting to
explore NLP-tasks outside the RE paradigm that focus
on achieving GDPR-compliance in organizations. This
is especially interesting because of the principle of data
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protection by design, which implies the need for GDPR-
compliant requirements. In other words, we investigate
the possibility to learn from these approaches and to
transfer this learning to the RE process within software
development.

e RQ3 “Which state-of-the-art RE solutions are avail-
able for achieving GDPR-compliance?” This question
aims to identify state-of-the-art RE solution types that
uphold, and possibly facilitate, the GDPR. The answer
to this question will provide us with a topical mapping of
the RE developments in achieving GDPR-compliance.

B. CONDUCTING THE REVIEW

After drafting the mapping protocol, the actual review can
be conducted. This Section describes the search strategy and
used data sources, and the study selection process.

1) DATA SOURCES AND SEARCH STRATEGY

The search strategy of a literature mapping is a core compo-
nent as it affects the number and relevancy of the obtained
articles. The approach taken in this research is an automated
search through several digital libraries. Part of the search
strategy is identifying the appropriate terms that could be
used to explore the electronic databases. In this literature
mapping study, the main search terms were derived from the
three aforementioned research questions. Synonyms of these
terms were included by the Boolean OR operator. Finally,
these three sets of search terms were concatenated using the
Boolean AND operator.

The following digital libraries were searched: ACM Digital
Library, Web of Science, IEEE Xplore Digital Library, Sco-
pus, and SpringerLink. ACM Digital Library, IEEE Xplore
Digital Library, and SpringerLink are publisher databases,
whereas the other databases are indexing services. In concert,
these libraries give good coverage of potentially relevant
studies.

Furthermore, only studies published between May 2010
and May 2020 were considered due to the novelty and rapid
pace of developments in the research domains in question.
The initial search query reads as follows: (“‘requirements
engineering” OR “‘requirements analysis” OR ‘“‘require-
ments specification” OR “‘requirements elicitation”) AND
(“‘natural language processing” OR nlp OR ‘“‘text min-
ing”) AND (‘“‘general data protection regulation” OR
GDPR).

The results, however, were inadequate. IEEE Xplore Dig-
ital Library, for example, returned zero relevant articles
on February 11, 2020. This experience led to several trial
searches, after which we decided to split the query into
three parts, each answering one of the previously mentioned
research questions. As a result, the three database-dependent
queries (i.e., the search string might have been adapted to
satisfy the syntax of the database in question) described
in Table 2 were used to search the digital databases.

Search Query 1, consisting of two parts separated by the
logical AND operator, aims to identify NLP approaches used
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TABLE 2. Search queries used for automated search through electronic
databases.

Search Query (“requirements engineering” OR “requirements speci-
1(SQ1): fication”) AND (“natural language processing” OR nlp
OR “text mining” OR “text analytics”)

Search Query (‘“natural language processing” OR nlp OR “text min-
2 (SQ2): ing” OR “text analytics”) AND (“General Data Protec-
tion Regulation” OR GDPR)

Search Query (“requirements engineering” OR “requirements speci-
3(SQ3): fication”) AND (“General Data Protection Regulation”
OR GDPR)

TABLE 3. Primary search results.

Retrieved Studies
Electronic Database SQ1 SQ2 SQ3 Search Fields
ACM 244 110 16  Full Text
Web of Science 103 4 3 Metadata
IEEE Xplore Digital Library 560 97 46  Full Text & Metadata
Scopus 481 24 27 Metadata
SpringerLink 242 261 101 Full Text
Total 1632 499 190

for RE. The first part of the query concentrates on NLP,
whereas the latter focuses on RE. Search Query 2 aims to
capture articles focusing on NLP approaches that facilitate
GDPR-compliance. The first part of the query consists of
NLP terms, and the second part focuses on the GDPR.
Search Query 3 aims to identify RE solutions that support
GDPR-guidelines and therefore consists of two parts—the
former concentrates on RE and the latter on GDPR. Table 3
shows the primary search outcome, which resulted in a sum
of 2321 potentially relevant studies.

2) STUDY SELECTION

After crawling through the digital search space using the
queries of Fig. 2 and collecting potential relevant studies,
the study selection process was entered. Herein, the poten-
tially relevant studies were subjected to two selection shifts
where the studies were assessed for their relevance. However,
before this assessment, pre-processing took place where
duplicates and outliers (i.e., illegible documents) were fil-
tered out. We used Mendeley, a reference manager system
that allows importing BibTeX files and manually mark out-
liers, for this process. After marking and removing the out-
liers of the merged data set, the duplicates were removed. The
pre-processing and the study selection process is visualized
in Fig. 1.

In the first step of the study selection process, studies were
held against the inclusion criteria of Table 4. In this step,
the title and abstract were reviewed. If the title and abstract
were deemed inconclusive—high-quality abstracts are not
always guaranteed in IT and software engineering [25]—the
article’s Introduction section was reviewed as well.
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FIGURE 1. The selection procedure of relevant literature.

TABLE 4. Inclusion criteria.

I1. Peer-reviewed research articles in the form of a journal article,
conference paper, symposium article, or book chapter
2 Studies focusing on at least one of the aforementioned
’ research questions
13. Studies available in full text

14. Studies published in English

During this process, we intended to err on the side of cau-
tiousness, that is, if it was not possible to exclude a paper
without question, the study was not rejected. In the second
stage, the resulting studies were examined in full-text and,
again, held against the inclusion criteria. If it was not possible
to exclude a paper without question, the study was included.
We did not conduct a quality assessment of the selected
studies since the focus of this mapping study is to outline
all relevant literature, thus focusing on breadth rather than
depth [24].

The first inclusion criterion aims to guarantee a level of
quality by including solely peer-reviewed research articles.
This criterion is based on trial searches and is aimed at
excluding, among others, tutorials [26], and study plans [27].
The second inclusion criterion sets the scope for this mapping
study by allowing only those articles that are relevant in
answering the research questions of this study. For example,
some studies propose an NLP tool that itself is compliant
with the GDPR, which differs from a approach that aids in
achieving GDPR-compliance—a subtle yet significant dis-
tinction. Furthermore, only studies available in full-text were
considered. Authors of unavailable studies were contacted
with the purpose of including their research. Finally, if a study
is published other than in the English language, it is excluded.
In the next step, the relevant data were extracted from the
selected studies.

C. DATA EXTRACTION
A data extraction form was drafted to extract evidence from
the reviewed literature. In addition to gathering the data
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required for answering the research questions, data extrac-
tion forms should collect standard information, including the
reviewer’s name, date of data extraction, and meta-data of the
study in question (e.g., publication details) [22]. Data items
I1 through I11 of our data extraction form could be obtained
without reading the studies and were therefore considered
meta-data. In addition, the data extraction form was com-
posed to capture information related to the research approach
and solution of the considered study by capturing the study
domain and its corresponding subfield, research method,
research theory, research type, knowledge contribution, and
solution type. The classifications used for extracting these
data are outlined in the next sub-section. The data extraction
form itself is presented in Appendix A.

1) CLASSIFICATION

Each reviewed article was classified into its corresponding
study domain, namely GDPR, NLP, or RE. These study
domains follow naturally from the research questions of this
mapping study. Furthermore, these study domains are—as is
apparent from the search queries—not mutually exclusive:
studies can be classified into multiple domains.

Relative to the study domain, we aimed to capture the
subfield of the study. The subfield is not a rigid classification
and was used to find, for example, activities or concepts that
exist within the overarching study domain. To identify the
RE activity (or activities) around which the study in review
focuses on, we adopted the following classification: domain
understanding & elicitation, evaluation & negotiation, speci-
fication & documentation, and quality assurance [10]. These
activities have a logical ordering, however, they are neither
sequential, nor linear. Furthermore, the RE activities are iter-
ative in nature. To classify the NLP approaches, we have
adopted an a-posteriori approach as will be explained in
Section III-D. To determine which part(s) of the GDPR are
targeted by the researchers, we use the guiding principles of
the GDPR, as outlined in Article 5 [1], as a basis: lawfulness,
fairness and transparency, purpose limitation, data minimi-
sation, accuracy, storage limitation, integrity and confiden-
tiality, and accountability.

To classify the research methodology—or the strategies
of inquiry used to answer a specific research question—
we distinguish between quantitative strategies, qualitative
strategies, mixed methods, and design science methods [28].
Quantitative strategies comprise research methods character-
ized by an emphasis on quantitative data. Qualitative strate-
gies, on the other hand, entail research methods that focus
more on qualitative data. However, some strategies encom-
pass both quantitative and qualitative-oriented research meth-
ods; these strategies are labeled as mixed methods. Finally,
we also consider design science methods, which are described
as strategies that focus on building and evaluating new and
innovative artifacts. Design science is solution-oriented and
therefore widely interpretable. For that reason, we will label
articles as upholding design science methodologies based
on both explicit and implicit indicators rather than fixating
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on a verbatim mention in the paper of a particular design
science method. For example, we perceive [29] as following a
design science method since it presents an innovative artifact
in the form of a tool for automated ambiguity detection, even
though the study does not explicitly mention design science as
research methodology. Considering the nature of our research
questions, which aim to collect artifacts (e.g., approaches and
solutions), we assume that a significant number of studies
will utilize design science methodologies. For that reason,
we decided to use existing classifications that focus on design
science as a jumping-off point.

In terms of classifying the research theory—a system of
constructs and corresponding relationships that collectively
present a logical, systematic, and coherent explanation of a
phenomenon of interest—that results from the study under
review, we differentiate between the following theory types:
analysis, explanation, prediction, explanation and predic-
tion, design and action [28]. Analysis theories focus on
describing phenomena by stating what is. Explanation theo-
ries supplement this by focusing also on describing how, why,
when, and where phenomena occur. Prediction theories focus
on describing what is and what will be, without regarding
the cause. Explanation and prediction theories, combined,
attempt to merge the previous two foci, meaning, they focus
on predicting what will be and its cause to be. Finally, design
and action theories concentrate on how to do something.
Similar to our research methodology classification, this clas-
sification was not solely based on explicit indicators: implicit
indicators were considered as well. Reference [29] for exam-
ple, provides prescriptions for constructing an artifact and
is therefore considered to contribute a design and action
theory—without explicitly mentioning this contribution.

To classify the research type of the papers under review,
we use the classification of [30]—validation research, eval-
uation research, solution proposal, philosophical papers,
opinion papers, and experience papers—as a starting point.
Since this classification is composed of a design science lens,
we have gradually, during the review process, added research
types that we deemed necessary for classifying papers that
uphold different research methods than design science. Sim-
ilar to the study domain, studies can be categorized into
multiple research types. For instance, [31] proposes a method
(i.e., solution proposal) and conducts a controlled experiment
(i.e., validation research).

As to the knowledge contribution of the studies
that uphold—whether this methodology is explicitly men-
tioned or not—a design science research method, we have
adopted the design science contribution framework as
described in [32]. This quadrantal framework consists of
improvement (new solutions for known problems), invention
(new solutions for new problems), routine design (known
solutions for known problems), and exaptation (known
solutions for new problems). On a par with our classifi-
cation philosophy of research methodology and research
theory, we based our classification of knowledge contribu-
tion on both implicit as explicit indicators. Again, we will
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consider [29] to elucidate our approach. The referenced study
aims to automate the practice of ambiguity detection by intro-
ducing an NLP-based tool. We consider this to be an implicit
indication of a so-called improvement, for the study intro-
duces a new solution for the known problem of ambiguity
detection.

Finally, we captured the solution type, or the manifesta-
tion of this contributed knowledge, in one of the following
categories as used in [24]: metric, tool, model, method, and
process. Consistent with our approach for research type clas-
sification, we have, during the course of reviewing, added
missing solution types. Furthermore, studies can propose dif-
ferent solution types—for example, a method and a method-
ology [33]. The latter is also an example of a solution type
that was added during the reviewing process.

D. DATA SYNTHESIS

The synthesis of the collected data was done by counting
the number of studies classified in each of the defined data
items of the data extraction form. The data item of Author’s
affiliation (I7) requires more clarification. For each study,
we captured the country or region of affiliation of the cor-
responding author. Each study could be linked to multiple
countries or regions; however, we did not assign the same
country multiple times to a study.

The answer to RQ1 necessitated more analysis since the
collected NLP approaches were not directly classified dur-
ing the review process. As outlined in the previous sub-
section, the classification for this particular data item was
derived by reasoning from the results. We did not attempt
to superimpose a classification, rather, we decided to cap-
ture NLP approaches as mentioned in the corresponding
studies. As a result, the gathered approaches may slightly
differ in granularity. For example, the tasks of tokenizing
and pre-processing are mentioned frequently in the set of
retrieved studies. The latter could be interpreted as an abstrac-
tion or generalisation of the former. However, we decided
not to group them because tokenizing was mentioned more
frequently. Nevertheless, we decided to arrange frequent
co-occurring text cleaning activities such as punctuation
removal, lowercasing, and stopword removal under the label
of “pre-processing”’. Another example is that we categorized
different classification algorithms (e.g., Naive Bayes Classi-
fication) under one label of text-classification.

As for the GDPR related studies, we decided to note—
alongside the GDPR concepts as per the data extraction
form—the relevant GDPR article, if applicable. For example,
if a study focuses on the concept of Consent, we annotate the
relevant GDPR article 7.

Finally, as explained in Section III-C1, studies may be
allocated to multiple study domains, RE activities, research
types, and solution types. As a result, it may be that, in the
visualizations of the next Section, the same study is counted
more than once—for example, when a study is allocated to
multiple RE activities (see Fig. 5). However, these counts are
accompanied by their relative frequency, calculated based on
the unique sum of studies.
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IV. RESULTS

This section describes the results of the mapping study. First,
we present an outline of the data through the synthesis of the
metadata. Consequently, we present the main contributions
of this research by answering the research questions of this
study. The final list of retrieved studies and outcome of this
systematic mapping study can be found at the following
repository: https://aberkane.github.io/SMS_GDPR-NLP-RE.

A. STUDY SELECTION RESULTS

The study selection process resulted in 448 relevant studies.
The majority of these studies—420 studies—were allocated
to the study domain of RQ1, which centers around NLP and
RE. The questioning of RQ2, focusing on GDPR and NLP
resulted in nine studies. RQ3, which centers around GDPR
and RE, resulted in 20 studies. One of the retrieved studies
fell within all pairwise research field combinations (i.e., NLP
& RE, NLP & GDPR, and GDPR & RE) [34]. The referenced
study presents EPICUREAN, a recommender-based privacy
requirements elicitation approach (EPICUREAN) which uses
NLP and machine learning techniques in the RE activity of
domain understanding & elicitation to determine and rec-
ommend appropriate privacy settings to the user and hereby
simplifying privacy settings concerning the GDPR.

The lion’s share of the retrieved studies was authored by
researchers solely active in academia (88%). A smaller part—
14 studies—were undertaken by authors affiliated with the
industry. There were also collaborations between different
backgrounds: 39 studies were conducted by both authors
affiliated with academia and industry, and two of the studies
had authors affiliated with both academia and governmental
organizations.

TABLE 5. Distribution of the retrieved studies over electronic databases
and the total number of retrieved studies in unique terms.

Electronic Database

Research Web of IEEE Springer-
Questions ACM Science  Xplore Scopus Link Total
RQ1 71 66 166 252 73 419
RQ2 2 0 1 3 4 9
RQ3 2 2 6 12 9 20

Regarding the electronic database from which the stud-
ies were retrieved, we observe that 267 studies (59,6%)
were found in Scopus, 173 studies were retrieved from
IEEE Xplore Digital Library, 86 studies were retrieved from
SpringerLink, 75 studies were retrieved from ACM Digi-
tal Library, and 69 studies were retrieved from the Web of
Science database. A summary is given in Table 5. Overlap
between the different databases did occur.

Fig. 2 presents the temporal evolution of the number of
studies, distinguishing between the different combinations.
An upward trend of research related to NLP & RE can be
observed—especially after 2014—with an optimum notice-
able in 2019. It seems that the requirements engineering
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research community is gravitating towards the use of NLP
for RE practice. As for the research related to GDPR, it is
not unexpected that the number of studies related to GDPR is
small, since the GDPR was only adopted in May 2018 [35].
From 2018 onwards, an increment is visible. This rise com-
mences with research related to GDPR and RE, and in the
subsequent year, the emergence of GDPR research related
to NLP is visible. However, this period is too short to draw
conclusions, and it remains to be seen whether this trend
will continue in the future. Note that in 2019, one study was
labeled as related to both NLP & RE, and GDPR & RE.

B. RQ1. WHAT NLP APPROACHES ARE USEFUL FOR RE
AND FOR WHICH RE ACTIVITY?

The first research question aims to identify NLP approaches
which are useful for RE and, in particular, for which RE
activities. In this mapping study, 420 studies were identified
as relevant to this research question, i.e., focusing on both
NLP and RE. The details of the mapping can be found in the
aforementioned repository.

The majority of the retrieved studies relevant to RQI,
namely 370, were conducted by authors exclusively affiliated
with academia (88.1%), 34 of the studies had authors affili-
ated with both academia and industry (8.1%), 13 studies were
conducted by researchers uniquely affiliated with the industry
(3.1%), and two studies were conducted by researchers affil-
iated with academia and governmental organizations (0.5%).

Fig. 3 depicts the studies’ publication trend while dis-
tinguishing between the different RE activities. As stated
before, 420 studies were identified as relevant to RQI.
It follows—while being cognizant of the fact that not the
whole of 2020 was taken into consideration—that the average
publication number is 42 studies per year. From 2016 onward,
studies related to all RE activities, except quality assur-
ance, show an increasing trend with both an individual
and a collective optimum in 2019. The retrieved studies
were primarily centered around the RE activities of domain
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understanding & elicitation (143) and specification &
documentation (148). The activities of evaluation & nego-
tiation and quality assurance—accounting 49 and 73 stud-
ies, respectively—seem to have received less attention,
at least in comparison to the previously mentioned activities,
by researchers and this is reflected throughout this section.
Finally, nine of the studies were not classified to a specific
RE activity.

Fig. 4 shows the geographical distribution of the studies
related to RQ1. The list is led by the USA, Germany, and
India, each associated with 15%, 13.1%, 12.9% of the studies.
They are followed—at appropriate distance—by Italy, China,
and the UK, jointly affiliated with 21.2% of the studies.
After that, we find Japan, Canada, the Netherlands, Pakistan,
Malaysia, Luxembourg, and France—cumulatively related to
23.3% of the retrieved studies. What remains is a list of
countries affiliated with less than ten studies each.

Concerning the research methodology, 91.4% of the stud-
ies were classified as using design science research meth-
ods, 3.3% of the studies used quantitative research methods,
5% used qualitative research methods, and 0.2% of the stud-
ies used mixed research methods (i.e., both qualitative and
quantitative research methods). As argued in Section III-C1,
the nature of our research question tends to identify stud-
ies engaging in design science, hence, this result was to
be expected. The frequency of the research methodology as
identified in the retrieved studies related to NLP and RE are
presented in Fig. 5. Moreover, Fig. 6 shows a detailed analysis
of the research methodology and the corresponding research
theory. Since the vast majority of studies focuses on design
science research methods, it is in line with expectations that
a significant amount of studies will adopt a design and sci-
ence theory to instruct how to design an artifact. Further-
more, regarding the studies where knowledge contribution
was relevant, 359 studies were considered to contribute in
the form of an improvement—of which 354 related to design
and research theory—whereas one study was classified as
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Domain . PO "
Eee?ffsgg]o Understanding E‘\‘Ialua_tlo_n& gpeclflcatlur_\& nQuaIlty Not Specified
%y & Elicitation
desion science [EPYAEIIPEA] 46 (11,0%) ELPACEXD) 6 (1,4%)
mixed methods 1(0,2%)
g;;:'{;;‘i:: 7(1,7%) 1(02%) 5(12%)  5(1,2%) 3 (0,7%)
g;'r:;‘e‘gfe"s“ 9(21%)  1(0,2%)  1(0,2%)  3(0,7%)

FIGURE 5. Research methodology and corresponding RE activity in
absolute (and relative) terms as retrieved from studies related to RQ1.

Research design science qualitative quantitative .

Theory methods strategies strategies mixed methods
analysis 11(2,6%) 20 (4,8%) 10 (2,4%)

desi d

etaan 366 (87,6%) 1(0,2%)  1(0,2%)
explanation 1(0,2%) 2 (0,5%)

explanation

and prediction 6 (1,4%)

prediction 1(0,2%) 1(0,2%)

FIGURE 6. Research theory and research methodology in absolute (and
relative) terms as retrieved from studies related to RQ1.

routine design. Improvement is essentially, the underlying
idea of incorporating NLP approaches that are new to the RE
field, to solve existing RE problems, for improvement means
developing new solutions for known problems [32].

Initially, as described in Section III-C1, we distinguished
between 5 different research types. However, during the map-
ping process, we identified the need to add one research type:
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FIGURE 7. Research types and RE activities in absolute (and relative)
terms as retrieved from studies related to RQ1.

literature reviews. Fig. 7 summarizes the frequency of iden-
tified research types combined with the related RE activity.
As expected and consistent with our previous analysis, solu-
tion type was the most predominant research type as it follows
from the design science methodology and the design and
action theory type. However, this disproportion can be worry-
ing since different research types are important to enrich the
scientific body of literature, for example, by providing new
insights through philosophical papers. Furthermore, solution
type was mainly concentrated in the RE activities of domain
understanding & elicitation and evaluation & negotiation.
Fig. 8 lists the identified solution types and their fre-
quency, in both absolute and relative terms, related to the
RE activity upon which the corresponding study focuses.
As explained in Section III-C1, we did not maintain a rigid
approach towards the different solution types. As a result,
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Domain

Solution Type U;dEeln_' . I;\legotiz-atior;gl Docu‘n‘lent‘atio‘f\l Asclsl:f:'l;t:ce Not Specified
icitation

algorithm 1(0,2%) 1(0,2%) 7 (1,7%) 2(0,5%)

approach 10 2,4%) AR 16(38%)  1(0,2%)

architecture 1(0,2%) 2(0,5%) 2 (0,5%) 1(0,2%)

corpus 1(0,2%)

dataset 1(0,2%)

framework 13 (3,1%) 2(0,5%) 13 (3,1%) 9 (2,1%) 1(0,2%)

gold standard 1(0,2%) 1(0,2%)

guidelines 1(0,2%)

lexicon 1(0,2%)

method 16 (3,8%) 5(1,2%) 19 (4,5%) 11 (2,6%)

methodology 5 (1,2%) 1(0,2%) 3 (0,7%)

metrics 1 (0,2%) 2 (0,5%)

model 5(1,2%) 3 (0,7%) 2(0,5%) 1(0,2%)

pattern 1(0,2%)

pipeline 1 (0,2%) 1(0,2%)

principles 1(0,2%)

process 5(1,2%) 1(0,2%) 1(0,2%)

program 1 (0,2%)

research-line 1 (0,2%) 1(0,2%)

scheme 1(0,2%)

state-of-the-art 1(0,2%)

system 9 (2,1%) 6 (1,4%)

taxonomy 1 (0,2%)

technique 9 (2,1%) 4 (1,0%) 7 (1,7%) 1(0,2%)

20 (4,8%)

tool 30 (7,1%) BRLAEETA) 38 (9,0%)

FIGURE 8. Solution types and RE activities in absolute (and relative)
terms as retrieved from studies related to RQ1.

during the review process, the initial taxonomy of solution
types was expanded to 25. The majority of the proposed
solutions were concentrated—in line with the analysis in this
Section hitherto—in the RE activities of domain understand-
ing & elicitation and specification & documentation. The
most frequently proposed solution is a Tool (24.1%) closely
followed by an Approach (23.9%).

Research question 1 aimed to identify useful NLP
approaches for RE. Fig. 9 lists the most relevant informa-
tion related to this research question; namely, the 15 most
frequently occurring NLP approaches allocated to the differ-
ent RE activities. In total, 199 approaches were identified.
The NLP approaches of part-of-speech (POS) tagging, pre-
processing, and text-classification lead the way with 165,
117, and 104 occurrences, respectively. The complete list can
be found in the previously mentioned repository.

In Table 6, the most popular conferences, workshops,
and symposia are listed alongside the respective numbers
of publications. Moreover, Table 7 depicts the most popular
journals and their respective number of publications. Finally,
in Table 8 we present the most popular studies in terms of
their number of citations according to Google Scholar.

C. RQ2. WHICH NLP APPROACHES ARE AVAILABLE FOR
ACHIEVING GDPR-COMPLIANCE IN ORGANIZATIONS?
The second research question aimed to identify studies that
mention NLP approaches used to achieve GDPR-compliance
in organizations. Table 10 in Appendix B lists the nine
identified studies alongside their publication year, venue,
the number of citations, identified NLP task, identified GDPR
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Domain

Quality

NLP Approach Understanding G /2luation & ,S,P“iﬁ“a“"'.‘ & Not Specified
& Elicitation

texepareing 2(0,5%) 5(1,2%) 12(29%) 3 (0,7%)

feature extraction 12 (2,9%) 4 (1,0%) 7 (1,7%) 4(1,0%) 2 (0,5%)
lemmatization 25 (6,0%) 6(1,4%) 13(3,1%) 10 (2,4%) 1 (0,2%)
n-grams 14 (3,3%) 3(0,7%) 3(0,7%) 2(0,5%) 1(0,2%)
Pos-tagging  NHNEPREA| 23 (5,7%)KLNEEMY] 26 (6,2%) 2 (0,5%)
pre-processing  [CENURIVAZ] 13 (3,1%)0 =LEiebA) 21 (5,0%) 1 (0,2%)
semantic analysis 4 (1,0%) 6 (1,4%) 10 (2,4%) 1 (0,2%)

sentence parsing 8 (1,9%) 3 (0,7%) 17 (4,0%) 6 (1,4%)

stemming 15(3,6%) 8(1,9%) 16(3,8%) 7 (1,7%)

text-chunking 2(0,5%) 2(0,5%) 18 (4,3%) 3(0,7%) 2(0,5%)
text-classification 12 (3,1%) 27 (6,4%) 13 (3,1%) 5 (1,2%)
textclustering | 15(3,6%) 2(0,7%) 5(1,2%) 5(1,2%) 2 (0,5%)
text-parsing 13(31%) 3 (0,7%) 17 (4,0%) 1 (0,2%)
TFDF-weighting 13 (3,1%) 5(1,2%) 3(0,7%) 1(0,2%) 1 (0,2%)
tokenizing 24 (5,7%) 17 (4,0%) 23 (5,5%) 2(0,5%)

FIGURE 9. 15 Most frequently occurring NLP approaches in absolute (and
relative) terms as retrieved from studies related to RQ1 against the
corresponding RE activity.

TABLE 6. Most popular conferences, workshops and symposia.

Venue Number of
Publications

International Requirements Engineering Conference 49

(RE)

International Conference on Requirements Engineer- 34

ing: Foundation for Software Quality (REFSQ)

Requirements Engineering Conference Workshops 16

(REW)

Artificial Intelligence for Requirements Engineering 9

(AIRE)

Automated Software Engineering (ASE) 7

International Symposium on Empirical Software Engi- 7

neering and Measurement (ESEM)

Innovations on Software Engineering Conference 7

(ISEC)

Symposium on Applied Computing (SAC) 7

Conference on Advanced Information Systems Engi- 6

neering (CAiSE)

International Conference on Applications of Natural 5

Language to Information Systems (APSEC)

concept and—if applicable—its corresponding GDPR article,
and the proposed solution type. All studies were published
as from 2018. The complete mapping can be found in the
previously mentioned repository.

As presented in Table 10, the most frequently occurring
NLP approach is text-classification (4), followed by pre-
processing (2). Moreover, all of the identified studies related
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TABLE 7. Most popular journals.

: Number of
Journal title Publications
Requirements Engineering 14
IEEE Transactions on Software Engineering 7
Automated Software Engineering 4
Empirical Software Engineering 4
Information and Software Technology 4
ACM Transactions on Software Engineering and 3
Methodology
Journal of Systems and Software 3
Software Quality Journal 3
ACM SIGSOFT Software Engineering Notes 2
IEEE Software 2
TABLE 8. Most popular studies.
. Number of
Study Title Citations
[36] How do users like this feature? A fine grained 451
sentiment analysis of App reviews
[37] Bug report, feature request, or simply praise? On 308
automatically classifying app reviews
[38] On the automatic classification of app reviews 133
[39] Improving agile requirements: the Quality User 117
Story framework and tool
[40] Analysing anaphoric ambiguity in natural lan- 107
guage requirements
[41] Supporting domain analysis through mining and 106
recommending features from online product list-
ings
[42] Automated extraction of security policies from 105
natural-language software documents
[43] Semi-automatic generation of UML models 105
from natural language requirements
[44] Automated checking of conformance to require- 102
ments templates using natural language process-
ing
[45] Empirical principles and an industrial case study 96

in retrieving equivalent requirements via natural
language processing techniques

to RQ2 used design science research methods as a research
methodology. Also, each study was allocated to upholding a
design and action research theory. As for the research type,
seven out of nine studies were categorized as proposing a
solution, of which one study conducted a validation research
as well. The remaining two other studies were categorized
as evaluation research and validation research. Regarding
the knowledge contribution, eight out of nine studies were
labeled as contributing through improvement, while one
study was labeled as proposing a new solution for a new
problem (i.e. invention).

Fig. 10 details the most frequent GDPR concepts related
to RQ2. Four different concepts were identified in the
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Anonymization

Privacy 2 (10,0%)
Consent 1 (5,0%)
Lawfulness, Fairness, and Transparency 1 (5,0%)

FIGURE 10. Most frequent GDPR concepts in absolute (and relative)
terms as retrieved from studies related to RQ2.

nine studies. Anonymization was identified four times,
Privacy twice, Consent once, and Lawfulness, Fairness and
Transparency once as well.

D. RQ3. WHICH STATE-OF-THE-ART RE SOLUTIONS ARE
AVAILABLE FOR ACHIEVING GDPR-COMPLIANCE?

This mapping study identified 20 studies that discussed RE
solutions for achieving GDPR-compliance in organizations.
Fig. 11 depicts the distribution of the number of studies to
the corresponding RE activities. Again, research was mainly
centered around the RE activities of domain understanding
& elicitation and evaluation & negotiation, accounting for
ten and six studies, respectively. Four studies were allocated
to evaluation & negotiation, one study was allocated to the
activity of quality assurance, and, finally, 1 study was not
assigned.

= Domain Understanding & Elicitation
Evaluation & Negotiation
Specification & Documentation
Quality Assurance

= Not Specified

FIGURE 11. Identified RE activities in studies related to RQ3.

All of the retrieved studies were labeled as adopting a
design science methodology and contributing a design and
action research theory, which follows the trend of studies
related to RQ2. Regarding the research type, two studies were
classified as position papers [46], [47], whereas the rest were
classified as solution proposals. This emphasis on solution
proposals is no different than what we have observed in the
studies related to the previous research questions.

The complete list of studies that were collected to answer
RQ3 is presented in Table 11 of Appendix B. Each study
is described by its reference number, year of publication,
RE activity, number of citations, publication type, and—the
key to RQ3—its proposed solution type. The full mapping
is available at the previously mentioned repository. Five dif-
ferent solution types were observed. The majority of the
retrieved studies proposed Methods (4) and Approaches (4).
Additionally, 35% of the studies related to RQ3 proposed
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Frameworks (3), Architectures (2), or Tools. All studies were
published after 2016, which is the year in which the GDPR
was adopted.

Accountability 2(10,0%)
Accuracy 2 (10,0%)
Anonymization 1 (5,0%)
Consent 3 (15,0%)
Data Minimization 3 (15,0%)

Integrity and Confidentiality

5 (25,0%)
4(20,0%)

Lawfulness, Fairness, and Transparency

Privacy

6 (30,0%)

Purpose Limitation 3 (15,0%)
Right of Access 2 (10,0%)
Right to Data Portability 3 (15,0%)
Right to Erasure 3 (15,0%)
Right to Object 2 (10,0%)
Right to Rectification 3 (15,0%)
Right to Restriction 3 (15,0%)
Storage Limitation 2 (10,0%)

FIGURE 12. Most popular GDPR concepts identified in the retrieved
studies related to RQ3.

In Fig. 12, the most popular GDPR concepts according
to the retrieved studies are presented in a tree-map with
their corresponding share expressed in terms of percentages.
Studies that did not specify a specific or limited set of concept
(i.e., they discussed the GDPR in general), were not consid-
ered in this analysis.

The concepts of Integrity and Confidentiality—as
described in Article 5 of the GDPR [l]—and Privacy
were most prevalent, accounting for 25% and 30% of the
retrieved studies, respectively. The concepts of Privacy and—
as described in Article 5 of the GDPR [1]—Integrity and
Confidentiality, and Lawfulness, Fairness and Transparency
were most prevalent, accounting for 30%, 25%, and 20%
of the retrieved studies, respectively. Next, seven concepts
were identified, each present in 15% of the retrieved studies
related to RQ3: Consent (Article 7), Data Minimization
(Article 5), Purpose Limitation (Article 5), Right to Data
Portability (Article 20), Right to Erasure or “Right to be
Forgotten™ (Article 17), Right to Rectification (Article 18 &
19), and Right to Restriction (Article 18). Five concepts were
identified with each concept present in 10% of the studies:
Accountability (Article 5), Accuracy (Article 5), Right of
Access (Article 15), Right to Object (Article 21), and Storage
Limitation (Article 5). Finally, the concept of Anonymization
occurred once.
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FIGURE 13. Geographical distribution of studies in GDPR and
requirements engineering based on the corresponding researchers: the
blue-colored bars indicate presence in the EEA, whereas the red-colored
bars indicate absence in the EEA.

Soudon Tpe  Undersandng s Syoalens  Specfition  aulty
architecture 1 (0,2%) 1(0,2%)

framework 2 (0,5%) 1 (0,2%)
method 2 (0,5%) 2 (0,5%)

methodology 1 (0,2%)

model 1(0,2%)

odern 1(0,2%)

template 1(0,2%)

tool 1 (0,2%) 1(0,2%)

FIGURE 14. Most frequent solution types in absolute (and relative) terms
as retrieved from studies related to RQ3.

As outlined in Section II-A, the GDPR applies to all coun-
tries in the EEA. In fact, when personal data is transferred out-
side the EEA, it remains under the safeguards of the GDPR.
Fig. 13 details the geographical distribution of retrieved stud-
ies related to RQ3 based on researchers’ affiliated coun-
tries. Studies can be linked to different countries based on
the corresponding researchers’ country affiliation. However,
a study can only be linked once to the same country, despite
the number of authors. The countries are divided based on
their presence in the EEA: the blue-colored bars highlights a
country’s presence in the EEA, whereas a red color highlights
its absence. A significant part of research concerning GDPR
and RE was conducted by researchers affiliated with Italy
(5 studies) and Germany (5 studies). Furthermore, four of
the studies were carried out by researchers affiliated with the
United Kingdom, which is regulated by the United Kingdom
Data Protection Regulation (UK-GDPR) as a result of the
British exit from the European Union [48]. The remainder of
the affiliated countries consists of countries within the EEA,
except for the USA, India, and Brazil.

As described at the onset of this Section, all retrieved stud-
ies relevant to RQ3 adopted a design science methodology.
Consequently, the majority of the retrieved studies proposed
a solution to a real-world problem. Fig. 14 sets the retrieved
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solutions against their frequency in the different RE activities.
The leading solutions were Approach and Method, proposed
as a solution by four studies each. Every Approach was
proposed from the perspective of domain understanding &
elicitation, whereas the RE standpoints of the Methods were
equally divided between domain understanding & elicitation
and evaluation & negotiation. The solution type of Frame-
work was put forward thrice: twice from the evaluation &
negotiation viewpoint and once from quality assurance. Next,
solutions were proposed in the form of an Architecture and
Tool—twice each. These solutions were proposed for the RE
activities of domain understanding & elicitation and Speci-
fication, and quality assurance—equally distributed. More-
over, four solutions were proposed in the form of a Model,
Template, Modeling Language, and Methodology.

V. DISCUSSION

In this systematic mapping study, we have systematically
explored literature where the fields of GDPR, NLP, and RE
coincide. In this section, we will present the main find-
ings and identified gaps, and discuss the limitations of this
research.

A. MAIN FINDINGS

The first research question aimed to map NLP approaches
to the corresponding RE activities in which they were used.
To address this first research question, we have identified
420 studies and used a data extraction form to capture relevant
data. The publication trend shows a clear rise of publications
in the last ten years with an optimum in 2019. We have
collected 199 different NLP approaches, alongside the RE
activity in which they were used. A summary of the results
is presented in Fig. 9.

The second research question focused on mapping NLP
approaches useful for GDPR-compliance in organizations.
Not much can be said regarding the publication trend, as it
awaits to be seen how this recent research stream will
develop. Nevertheless, we identified nine relevant studies (see
Table 10), comprising 17 different NLP techniques. Further-
more, the studies discussed four different GDPR concepts.
The NLP techniques are listed in Table 10 and the GDPR
concepts are presented in Fig. 10.

The third research question intended to explore the differ-
ent types of RE solutions for achieving GDPR-compliance in
RE. Similar to the previous research question, no profound
conclusion can be made from the results as this research
stream 1is still in its infancy. We identified 20 studies from
which nine different solution types were extracted as listed
in Fig. 14. The list of retrieved studies with a set number of
data elements are listed in Table 11.

Next to the key findings that addressed our research ques-
tions, we discovered several interesting phenomena. First,
as can be observed from the data, the mapping revealed
a tendency among researchers from the RE community to
focus mainly on the RE activities of domain understanding &
elicitation and specification & documentation, while less
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attention is paid to the activities of evaluation & negotiation
and quality assurance. This was true for research related to
both RQI and RQ2. For studies related to RQ1, this may
imply that researchers overlooked the possibility of using
NLP for the activities of evaluation & negotiation, and quality
assurance. Another possibility is that RE tasks in the latter are
less suited for automating with NLP.

Second, it could be anticipated from the line of question-
ing in our research questions that the resulting studies will
gravitate towards design science research. Therefore, it is
not unexpected that the vast majority of studies focused on
proposing a solution—as solution proposals are the crux of
design science. However, this is done at the expense of other
research types and has, consequently, a detrimental effect on
the diversity of a research domain.

1) BRIDGING THE GAP

As mentioned at the beginning of this Section, this mapping
study shows that only one study by Stach and Steimle [34]
emerged on the convergence of GDPR, NLP, and RE. Despite
this scarcity, we have—during the review process—identified
possibilities for bridging these research fields to achieve
data protection by design in RE and thus nullifying non-
compliance during software development. In the next para-
graphs, we will outline some of the potentials that have
risen from examining research related to RQ2 and RQ3.
We focus primarily on literature related to these two questions
because they addressed the GDPR explicitly. By scrutinizing
the solutions proposed by literature related to NLP and GDPR
(RQ2), we can reflect on utilizing these NLP-based solutions
for RE problems. On the other hand, problems addressed
by literature related to GDPR and RE (RQ3) may provide
opportunities for NLP to, for example, automate (parts of)
the proposed solutions.

Examining the proposed approaches in the retrieved
studies related to RQ2 gives rise to the opportunity of intro-
ducing NLP-based machine learning techniques to classifi-
cation problems in the domain of GDPR and RE. Several
studies related to RQ2 explore the concept of personal data
identification and anonymization in documents using NLP-
based machine learning techniques to comply with the GDPR
[49], [50]. We argue that this approach can be introduced,
albeit with few changes, to the RE domain; particularly for
requirements written in natural language. This approach can
be used, for instance, to validate the requirements documents,
produced during the specification & documentation activ-
ity [10], on GDPR-compliance. However, since it is unlikely
that these documents contains personal data, it is more inter-
esting to assess whether the documents comply with other
GDPR-requirements; for instance, assessing whether the data
that the system-to-be will process is collected “in a form
which permits identification of data subjects for no longer
than is necessary” [1].

From the same pool of literature, that is literature related to
RQ?2, the opportunity of using NLP-based machine learning
techniques arises also from the study by Chang et al. [51]
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TABLE 9. Data extraction form.

Identifier Data Item Description
1 Reviewer the name of the reviewer
12 Extraction date the date of data extraction
13 Publication year the publication year of the study
14 Title the title of the study
15 Venue the name of the publication venue
16 Author(s) the name(s) of the author(s)
17 Authors’ affiliation academia, industry, government organisation, or not clear
18 Region country or region of affiliation
19 Database the database from which the study was retrieved
110 Citations the number of citations according to Google Scholar
111 Publication type Jjournal article, conference paper, workshop paper, symposium paper, or book chapter
112 Study domain requirements engineering, natural language processing, and/or GDPR
113 < Subfield RE activity, NLP approach, or GDPR concept
114 Research methodology design science methods, quantitative strategies, qualitative strategies, or mixed methods
115 Research theory analysis, explanation, prediction, explanation & prediction, or design & action
116 Research type validation research, evaluation research, solution proposal, philosophical paper, opinion paper,
experience paper, or literature review
117 Knowledge contribution improvement, invention, routine design, or exaptation
118 Solution type e.g., metric, tool, model, method, framework

TABLE 10. List of retrieved studies centered around NLP and GDPR.

Number of

Relevant GDPR

Study Year Venue Citations NLP Approach GDPR Concept Article Solution

text-generation; text-classification; Consent; Lawfulness,

[55] 2019 KDD (conference) 23 8 ’ ’ Fairness, and 5 Method
word frequency

Transparency

[50] 2018 ADBIS (conference) 3 text-classification; regular expressions; i ion 5,7 System
named-entity recognition

[51] 2019 WASA (conference) 2 text-classification; tokenizing Privacy System

[56] 2019 ICEIS (conference) 1 entity recognition Anonymization Architecture

[57] 2019 DDP (conference) 0 pre-processing; named-entity Algorithm
recognition

[58] 2019 LOD (conference) 0 TF—IDE—welghtlng; sklp—lhought Anonymization Algorithm
vectors; text-classification

[59] 2019 PRO_.VE 0 pre-processing; text-classification Anonymization Method

(conference)

tokenizing; text segmentation;
POS-tagging; text-classification;

[49] 2019 IBIMA (conference) 0 named-entity recognition; Privacy Approach
disambiguation; stemming;
lemmatization; n-grams

[60] 2020 SAC (symposium) 0 text-classification; convolutional neural Tool

network

where the privacy concerns of mobile application users’
are identified and held against the privacy policy in prac-
tice. When introduced to the RE discipline, this assess-
ment may lead to new requirements that address the
raised privacy concerns and help achieve data protection
by design by meeting the transparency requirement of the
GDPR.

Another possibility for NLP-based machine learning in
GDPR-related research lies in Crowd-based RE. The study
by Groen and Ochs [52], identified through RQ3, discusses
the possibility of online user feedback being subject to the
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GDPR. Furthermore, the authors suggest anonymization as
a viable solution. Achieving anonymization can be recog-
nized as a NLP-based classification problem (i.e., classifying
whether feedback contains personal data), thus indicating
bridging possibilities between GDPR and RE on the one
hand, and NLP on the other hand.

Finally, literature related to the GDPR and RE (RQ3) charts
possibilities of utilizing NLP to assist with manual tasks.
The literature discusses, among other things, methods and
approaches towards achieving GDPR-compliance during the
requirements engineering process, which include the manual
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TABLE 11. List of retrieved studies that focus on GDPR and RE.

Number of Relevant .
Study Year Venue Citations RE Stage GDPR Concept GDPR Article Solution
. Lawfulness, Fairness, and Transparency;
Domain Purpose Limitation; Data Minimization;
[14] 2018 RE (conference) 30 understanding & P X L . 5 Approach
clicitation Accuracy; Storage Limitation; Integrity and
Confidentiality; Accountability
[46] 201y~ BuroS&PW 25 Not specified
(symposium)
[61] 2017 PoEM (conference) 21 gsslclg:gsgg;f Privacy Method
[62] 2017 APF (conference) 16 Quality assurance Privacy Framework
Consent; Individual Participation and Access;
Information Domain Lawfulness, Fairness, and Transparency; 5.7.15.17
[63] 2017 (Jowrnal) 15 understanding & Right of Access; Right to Rectification; Right ) i8 ’ 19 ’ 20 ’ Method
elicitation to Erasure; Right to Data Portability; Right to T
Restriction
Domain
[64] 2019 TrustBus 12 understanding & Architecture
(conference) S
elicitation
. Lawfulness, Fairness, and Transparency;
Domain Purpose Limitation; Data Minimization;
[65] 2018 ESPRE (workshop) 11 understanding & P X L - 5 Tool
clicitation Accuracy; Storage Limitation; Integrity and
Confidentiality; Accountability
Domain
6] 2019  QUATIC 9 understanding & Template
(conference) S
elicitation
Lawfulness, Fairness, and Transparency;
. Integrity and Confidentiality; Purpose
Domain Limitation; Data Minimization; Right to 5,17, 18, 19
[16] 2018 OIM (conference) 9 :Egﬁ;tii?ldmg & Rectification; Right to Erasure; Right to 20, 21 Approach
Object; Right to Restriction; Right to Data
Portability
[67] 2019 RE (conference) 9 gp“‘ﬁ““".“ & Architecture
ocumentation
Domain
[34] 2019 SAC (symposium) 8 understanding & Consent 7 Approach
elicitation
[68] 2018 SBES (symposium) 8 Specification & Privacy Framework
documentation
. Evaluation & .
[47] 2018 ISoLA (symposium) 4 negotiation Privacy
MoDRE Specification &
(691 2018 (workshop) 4 documentation Framework
Software and . .
[70] 2020 Systems Modeling 3 Speaﬁcatlop & Privacy; Integrity and Confidentiality 5 Method &
(ournal) documentation Tool
[71] 2018  ICEIS (conference) 1 Specification & Methodolo
¢ documentation £y
ICISSP Domain . .
[53] 2020 0 understanding & Integrity and confidentiality 5 Method
(conference) L
elicitation
Domain
[52] 2019 REW (workshop) 0 understanding & Anonymization Approach
elicitation
Right of Access; Right to Rectification; Right
to Erasure; Right to Object; Right to
Restriction; Right to Withdraw Consent;
Domain Personal Data Breach Notification; Right to
[72] 2019 EuroSPI 0 understanding & Data Portability; DPIA; Consent; Processor 715,17, 18, Model
(conference) L X . : 19, 20
elicitation Management; Record of Processing
Management; Automated Decision-Making;
Data Protection by Design; Personal Data
Management
[61] 2018 PoEM (conference) 0 Evalu? UF) n & Privacy Modeling
negotiation language

processing of textual data forms [14], matching related
requirements to avoid duplication and tracking require-
ments [53]. NLP can assist industry professionals with
these manual and potentially repetitive tasks. For example,
the NLP-based tool proposed by Kenney and Cooper [54]
targets duplicate requirements by addressing their lexical and
semantic similarity using NLP-techniques.

66556

This mapping study shows that significant research has
been conducted in RE and NLP; meanwhile, this trend is
not (yet) apparent for the discussed paradigms related to the
GDPR. However, as elaborated in the previous paragraphs,
the results of this mapping study provide leads for narrowing
the gap between GDPR, NLP, and RE, and thus achieving
data protection by design through NLP-automated RE.
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B. THREATS TO VALIDITY

This mapping study followed the guidelines as proposed by
Keele [22] to identify all relevant research using a reliable,
systematic, and rigorous methodology. However, since the
mapping process is conducted manually, it is prone to human
errors. In this Section, we will discuss the threats to the
validity of this study.

1) STUDY SELECTION

It is possible that we disregarded relevant studies during
the study selection process. The accuracy of the terms in
our research queries impacts the relevancy of the results.
We tried to overcome this by conducting several trial searches
to perfect the selection of keywords. Furthermore, we care-
fully selected—through trial searches—different electronic
databases endeavoring to increase the chances of gathering
the most accurate set of studies. Finally, we approached
the studies with a philosophy of caution by using a multi-
step selection procedure. In the first step, the studies were
excluded—if there was sufficient evidence—based on title,
abstract, and introduction. However, if the studies did not
indicate irrelevancy, they were reviewed in full.

2) MISCLASSIFICATION

Another threat to validity is the possibility of misclassi-
fication by the authors. Predilection, misreading, or mis-
interpreting an article may lead to a wrong classification.
This is particularly the case for the data items that were
classified subjectively, and not by explicit mentioning. This
threat was mitigated by the scrupulous drafting of a mapping
protocol and predefining—except for the NLP approaches—
classifications of relevant data; and by preparing and validat-
ing a data extraction form through which the relevant data was
collected. These measures were taken to reduce subjectivity
in the mapping process.

VI. CONCLUSION

This paper has presented a systematic mapping study on
GDPR, NLP, and RE to explore the literature on automated
(i.e., using NLP) GDPR-compliance in RE. The combination
of these three domains did not yield results according to
the preliminary review. Therefore, three different research
questions were designed to map the literature in the different
pairwise combinations. In total, we have identified 448 stud-
ies conducted between 2010-2020. The majority, 420 studies,
were collected to answer our first research question and
identify NLP approaches employed in different RE activities.
Our second research question focused on identifying NLP
approaches used for GDPR-compliance in organizations and
resulted in nine studies. Lastly, 20 studies were retrieved to
address our third research question, which centers around RE
solutions for achieving GDPR-compliance. Although only
one of the retrieved studies was marked as combining GDPR,
NLP, and RE, the mapping results indicate bridging opportu-
nities between these three fields. In particular, we identified
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the possibilities of introducing NLP for automating manual
tasks in the crossing of GDPR and RE, in addition to possi-
bilities of using NLP-based machine learning techniques to
achieve GDPR-compliance in RE. In combination with the
indications for bridging the disciplines of GDPR, NLP, and
RE, the findings of this systematic mapping study can be used
as a stepping stone for both academia and industry. A compre-
hensive and clear mapping of all the retrieved studies can be
found at https://aberkane.github.io/SMS_GDPR-NLP-RE.

APPENDIX A

DATA EXTRACTION FORM
DATA EXTRACTION FORM
See Table 9.

APPENDIX B

SELECTED STUDIES

LIST OF SELECTED STUDIES: RQ2
See Table 10.

LIST OF SELECTED STUDIES: RQ 3
See Table 11.
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