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ABSTRACT Mura is defined as visual unevenness on the display panel. It can cause unpleasant feelings,
so it is necessary to performMura inspection during the display quality test. However, Mura is quite difficult
to be detected because of its irregular shape and size as well as its low contrast. To solve this practical
problem, we proposed a GAN-based model named UADD-GAN to detect Mura in this work. Consisting
of a proposed UADD generator and a discriminator, the model is trained using only normal samples, after
which the generator is able to simulate the distribution of normal samples. During training, the generator
takes normal images as inputs and outputs their reconstructions, while the discriminator receives images
and determines whether they are original or reconstructed ones, defiantly helping the generator to perform
reconstructions better. The symmetric structure and the skip-adding operation make it easy for the UADD
generator to reconstruct the normal samples well. In the detecting procedure, the generator performs worse
in the reconstruction of samples with Mura so that we can distinguish them from the normal ones. To make
full use of discriminator, we use multiple feature layers of the discriminator for supervision instead of using
only the classification layer, helping the generator to reconstruct normal samples better. Meanwhile, a two-
side detecting method was used to detect Mura since all the samples are not in a square shape and it greatly
improved the detecting accuracy.We have conducted experiments ofMura data sets with different proportion
and our research indicates that our proposed method surpasses other state of the art methods.

INDEX TERMS Mura detection, multiple supervision, UADD generator.

I. INTRODUCTION
Mura refers to the phenomenon of uneven display brightness
resulting in traces on the screen. There are different kinds of
Mura, which result from reasons such as poor raw materials,
substrate, oil droplets dirt and so on [1]–[3]. All these Mura
causes unpleasant feelings when people look at the screen.
Thus, it is an important task to detect Mura as products
using LCD and OLED are more and more widely used in
daily life. According to the latest statistics, the global output
value of display panels has reached 1146 dollars. However,
the inspections of most panels at present are performed by
human observers, which is very inefficient and unhealthy.
Thus, we hope to improve the machine-vision based method
to provide stable detection and this is a premise of Demura.

The feature of Mura is quite different from other defects.
It has irregular shape and sometimes extremely low contrast,
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making the detection of Mura difficult. Among these Mura,
band-shape Mura and line-shape Mura are particularly dif-
ficult to be detected. A mainstream Mura detection method
is to enhance Mura’s feature directly, as described in
researches [1], [4]–[11]. Different filters are applied on the
images depending on cases, strengthening the boundary of
Mura or making the characteristics of Mura more obvious.
This method is suitable for the detection of samples with rel-
ative even background. However, in the case of some normal
samples’ backgrounds are not that even, background features
will also be enhanced together with the Mura features, result-
ing in a decrease in detection accuracy.

Another Mura detection method is based on background
reconstruction [6], [11]–[21]. This kind of method firstly
reconstructs the background of an image, and then obtains
a residual image which contains Mura information by sub-
tracting the background image from the original one. For
example, researches [11], [14], [15], [18], [19] reconstruct
the image background using discrete cosine transform(DCT).
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[13] generates the background image with average filter.
Anisotropic diffusion filter is used in [12] to extract the back-
ground of an image. And in [20], method of split Bregman
is proposed to obtain the background image. Using indepen-
dent component analysis, a set of basic background image
is obtained from some none-defect samples. Background-
reconstruction-based methods also achieve good results in
some Mura detection cases. However, good background
reconstruction is a prerequisite for the subsequent procedure
of Mura detection. Simply using a threshold to separate
the background signals may not be able to reconstruct the
background satisfactorily, which could lead to errors in Mura
detection.

Since it is difficult to collect Mura samples, we do not have
sufficient Mura samples. So methods that require plenty of
data such as YOLO or RCNN are not applicable in this case.
Researches [22], [23] both provide a transfer learning based
method that requires less training samples to detect Mura.
However, this method is only effective in the detection of
samples with Mura that has high contrast such as Gap Mura,
while performs poorly in the detection of band-shape Mura
and line-shape Mura.

Plenty of researches have also be done to detect some
special kinds of Mura. For electrical Mura, in [24], [25],
by adjusting the voltage of a screen, the brightness of the
screen is also changed, which helps to distinguish the location
of Mura. Research [26] came up with an idea to detect the
reflected light of a screen with split beam ellipsometer, so as
to find the thickness Mura and friction Mura. In [27], HDR
imaging and HDR characterization are used to obtained the
accurate color measurements, which can sense the subtlest
color detects and is suitable for the detection of color Mura.
But these methods are designed for a specific kind of Mura.
They are not universal enough for the most cases of Mura
detection.

It is worth noting that generative adversarial net-
work(GAN)[28] provides a new idea for anomaly detection.
GAN-based method does not need to reconstruct the image
background, nor does it need to segment and extract Mura.
Instead, it only needs to train an image generator and a
discriminator with normal data to simulate the distribution
of normal samples. For example, [29] is the first research
that uses GAN for anomaly detection. Its basic idea is to
use normal medical image samples to learn a flow distribu-
tion in the latent space unsupervisedly with DCGAN [30],
which can be used for medical anomaly detection. [31] is
an improvement of [29], introducing an encoder to reduce
time consumption. [32] puts forward that the BiGAN [33] can
be applied for anomaly detection, which further reduces the
detection time. The model of [34], whose generator consists
of an encoder and a decoder while the discriminator is a
decoder, is used for the detection of abnormal X-ray images
in security inspection. Although the aforementioned methods
are effective in their respective application cases, they are still
insufficient in the simulation of normal samples’ distribution,
which makes their performances poor in the Mura detection.

FIGURE 1. Relationship between some statements we use in the paper.

Motivated by the applications of GAN-based anomaly
detection method in other domains [29], [31], [32], [34]–[39],
we proposed a newmodel calledUADD-GAN, to improve the
accuracy of Mura detection. Our proposed method provides
a new idea for Mura detection and it is particularly effective
in the low-contrast Mura detection, which is difficult to be
detected with traditional methods. The rest part of the paper
is organized as follows. In section 2, the proposed model
structure and the concrete detection method are introduced.
The experiment data and some parameter setting will be
elaborated in section 3. In section 4, we detect dataset of
band-shaped Mura and line-shaped Mura using our proposed
model, and the experimental results will be presented and
discussed. Finally, conclusions are presented in section 5.

II. METHOD AND MODEL
To facilitate the introduction of the proposed model and
detection method, some notations used in this paper are
defined and described in Table 1.Meanwhile, Fig. 1 shows the
relationships between some statements we use in the paper,
giving a more intuitive picture of what they mean.

A. GAN-BASED ANOMALY DETECTION MODEL
Since Ian J. Goodfellow et al. proposed the generative adver-
sarial networks in research [26], more and more people have
tried to use it in anomaly detections. GAN-based framework
always contains a generator and a discriminator, and it was
used to generate images that look real enough at the very
beginning. The generator is a network for image generation,
which takes a random noise vector as input and outputs
an image. On the other hand, the discriminator determines
whether an image is real or not. It takes an image as input and
outputs a scalar whose value is between 0 and 1, representing
the image’s predicted probability to be a real one. The closer
it is to 0, the less possibly the input image is considered to be
a real image and the closer it is to 1, the more likely the input
image is considered to be a real one. When we train a GAN
model, the goal of the generator is to generate as realistic
images as possible to deceive the discriminator, while the
discriminator tries to distinguish the generated images from
the original ones. The two play against each other as shown
in Fig. 2. As the game progresses, the discriminator’s ability
for discrimination is improved and the generator is able to
generate more realistic images.
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TABLE 1. Definition and description of some notations used in the paper.

FIGURE 2. The working procedure of GAN.

We applied the GAN model to anomaly detection with
some improvement on the original GAN framework. Real
samples were taken as input to the generator instead of ran-
dom noise. This is because the role of GAN in our method is
quite different from that of an original GAN. In the original
GAN, the generator receives a random vector to generate an
image and there is no image comparison in the process. How-
ever, under the modified framework, the generator receives a
real image and outputs its reconstructed image.Wemust com-
pare the difference between the input and the reconstructed
image to determine whether the input is aMura sample or not.
If we use random noise as input, image comparison will not
be able to proceed. That is to say, the discriminator is used

to supervise the reconstruction of the generator. When we
train a model, only normal samples are used for training
and the iterative training enables the generator to perfectly
simulate the distribution of normal samples. During detection
process, if we input a normal image, the generator can recon-
struct the image well because it has come cross samples with
similar feature during the training procedure. On the con-
trary, the input will be poorly reconstructed if it is an image
with Mura. According to the different reconstruction qual-
ity, we can distinguish an abnormal image. The GAN-based
anomaly detection process is shown in Fig. 3.

As a GAN-based model, our proposed model consists of
two parts: a generator and a discriminator. We improved the
structure of the generator and the supervision mode of the
discriminator. In addition, a new detectionmethod is designed
to improve the detection accuracy when the samples are with
none-square shape.

B. STRUCTURE OF OUR MODEL
1) STRUCTURE OF THE GENERATOR
We propose a U-shape generator called UADD, and its struc-
ture is shown in Fig. 4. It originates from the U-net structure
and is improved to reduce the size of network and reconstruct
images better. The reason we call it UADD is that it is
the skip-adding operation that is used in the network rather
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FIGURE 3. Training and testing procedure of a GAN-based anomaly
detection model.

than the skip-concatenating operation. Threemain techniques
including down-sampling, up-sampling and skip-adding are
used in the network. As shown in Fig. 4, with the generator
down-sampling the input image for several times, the size
of feature layers becomes smaller, which is conducive to
the extraction of deep features of the image. After the last
down-sampling, the generator performs up-samplings for the
same times as down-sampling, forming a U-shaped structure.
During up-sampling, skip-adding is adopted for feature layers
with the same resolution, that is, the input of the up-sampling
layer is the sum of the upper up-sampling layer’s output
and the output of the down-sampling layer with the same
resolution. The network not only enhances the constraint on
image reconstruction compared with U-net, but also reduces
the parameters of model. Except for the first down-sampling
layer and the last up-sampling layer, each sampling layer is
composed of a convolution layer, a normalization layer and
an activation layer. The input of the UADD generator must
be a square-shaped image and after the last up-sampling,
it can be restored to the same size as the input image. UADD
generator gives a prediction for each pixel, and the skip-
adding operation contributes to the reconstruction of the input
image because it retains the spatial information. Combined
with the discriminator, the generator learns the distribution of
normal samples in an unsupervised and adversarial manner.

2) STRUCTURE OF THE DISCRIMINATOR
We adopt DCGAN’s discriminator, which is classical in
the GAN framework, to be our discriminator. The structure
of the network is shown in Fig. 5. We explored different
supervision mode of the discriminator on Mura detection.
Traditionally, the discriminator receives an image, down-
samples it to obtain its deep level characteristic, finally gives
a classification result. This result of classificationwill be used
to supervise the generator to help it reconstruct image better.
However, supervision with only the classification result may
be too weak, especially for data sets with features that have
slight difference in brightness like Mura samples. Therefore,
unlike the traditional supervision mode, our discriminator
outputs each feature layer of the image as well instead of
outputting only the classification results. Layer 0 to layer 6 in

FIGURE 4. Structure of the generator. The block in green represents the
convolution module, the block in red represents the normalization
module, the block in blue represents the ReLU activation function and the
block in purple represents the Tanh function. The number below each
arrow represents the resolution of that temporal feature layer.

FIGURE 5. Structure of the discriminator. The block in blue represents the
convolution module, the block in red represents the normalization
module, the block in yellow represents the ReLU activation function and
the block in purple represents the Sigmoid function. The number below
each arrow represents the resolution of that temporal feature layer.

Fig. 5 represent the feature layer after the first to seventh
down-sampling respectively. These feature layers will also be
used for supervision along with the classification results.

The feature layers of the discriminator play a key role in
the testing procedure as well. When determining whether an
input image is an image with Mura, we not only take the
difference between the original and reconstructed image into
account, but also compare the gap of their feature layers. This
comparison makes the detection more accurate.

C. TRAINING PROCESS
The training process is iterative. In a specific iteration, the
training of generator and the training of discriminator are
carried out alternately, playing against each other. The gen-
erator receives an image and reconstructs it as shown in (1).
While the discriminator receives an image which could be
real or fake, outputs its classification as well as its feature
layers, as shown in (2).

X̂ = G(X ) (1){
p, init_layer0, . . . , init_layer6 = D(X )
p∧, recon_layer0, . . . , recon_layer6 = D(X̂ )

(2)

As shown earlier, we not only use the classification for
supervision, but make using of different feature layers of
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the discriminator while training. To this end, we define the
following three kinds of losses for better description of the
training procedure: Loss_rec, Loss_pred , Loss_feat .
Loss_rec refers to the difference between the original

image and the reconstructed image generated by the gener-
ator. The two images have the same size. During training,
Loss_rec should be reduced as much as possible to improve
the generator’s reconstruction ability. We use L2 distance to
calculate the reconstruction loss as shown in (3),

Loss_rec = ωrecmean(|X − X̂ |2) (3)

where ωrec represents the weight of reconstruction loss.
Loss_pred refers to the loss caused by discriminator’s

wrong prediction on an image.We hope that the discriminator
gives a prediction as close to 0 as possible for an original
image X , and gives a prediction as close to 1 as possible for
a reconstructed image X̂ , but it may give a wrong judgement
resulting in the prediction loss. Loss_pred can be calculated
according to (4) and we use cross-entropy loss to calculate the
expectation. ωpred represents the weight of prediction loss.
In the training procedure, we try to reduce the prediction loss
to improve discriminator’s ability.

Loss_pred = ωpred ( E
x∼px

[log(1− p)]+ E
x∼px

[log(p̂)]) (4)

Loss_feat refers to the difference between the feature lay-
ers of an original image and its reconstructed image. In our
research, with an input size of 256∗256, the discriminator has
7 feature layers. L2 distance is used to define each feature
layer’s loss as shown in (5),

Loss_feat =
6∑
i=0

ωi|init_layeri − recon_layeri|2 (5)

where init_layeri refers to the ith feature layer of an origi-
nal image, recon_layeri refers to the ith feature layer of the
corresponding reconstructed image and ωi stands for the ith

weight. For sake of convenience, we set ωi as 1.
While training the discriminator, we optimize the objective

function shown in (6) using gradient descent.

min(Loss_pred + Loss_feat) (6)

During the training process of generator, we optimize the
objective function shown in (7).

min(Loss_rec+ Loss_pred + Loss_feat) (7)

D. DETECTING PROCESS
After being trained, the model is able to detect Mura sam-
ples. The generator takes an image as input and outputs its
reconstruction while the discriminator outputs the feature
layers, after whichwe can calculate its anomaly score a_score
using (8). As shown in (8), feature loss contributes to a_score
as well, which indicates the gap of deep feature between an
original image and its reconstruction.

a_score = Loss_rec+ ∂loss_feat (8)

FIGURE 6. (a) Center-cropped detection method, only the area in the
center that is surrounded by blue line is detected; (b) two-end detection
method, area surrounded by yellow line and area surrounded by red are
both detected.

For both the generator and the discriminator, the input
image shape must be a square one. So the samples must be
preprocessed because all of them are non-square ones. The
detecting process in [32], [35], [38] uses the Center-Cropped
method, that is, the middle part of the sample is extracted
for detecting, as shown in Fig. 6(a). However, this kind of
detecting method has a shortcoming. Some samples with
Mura features that locate on the side will be judged as normal
samples because the sample features are not detected, which
reduces the detection accuracy. In order to solve this problem,
we designed a two-end detection method that divides the
image into two squares and detects both of them, as shown
in Fig. 6(b). The two square images may overlap, and the
model obtains the anomaly scores of them respectively, taking
the bigger score as the anomaly score of the input image,
as shown in (9). Plenty of experiments show that this process-
ing method significantly improves the detection accuracy.

a_score = max{a_scoreleft , a_scoreright } (9)

We can set a certain threshold T and determine if an
image is a sample with Mura, according to its anomaly score.
As shown in (10), we determine that the input image is a
sample with Mura when its anomaly score is bigger than T;
otherwise, we determine it to be a normal image.

class =

{
normal sample, a_score ≤ T
sample with Mura, a_score > T

(10)

E. PSEUDO-CODE
The pseudo-code of the whole procedure is as follow. In the
pseudo code, G stands for generator, D stands for discrimi-
nator, ‘‘norm’’ stands for normal, ‘‘recon’’ stands for recon-
struction and ‘‘loss_func’’ means loss function.

III. EXPERIMENT
A. DATA
The screen samples used in our experiment are provided by
an institution we cooperate with and these samples come
from different panel manufacturers, so they are representa-
tive. The raw data includes 286 normal samples, 308 samples
with band-shape Mura and 88 samples with line-shape Mura.
Fig. 7 shows a normal image, a band-shape Mura image and
a line-shape Mura image respectively. The original images
are in rectangle shape with an aspect ratio of 27:16. With
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FIGURE 7. (a) normal image; (b) image with band-shape Mura, Mura locates in the area surrounded by red line; (c) image with line-shape
Mura, Mura locates in the area surrounded by blue line.

TABLE 2. Pseudo code of the algorithm.

non-square shape, all these samples need to be preprocessed
before the training and detecting procedure.

B. DATA SET MAKING AND PARAMETER SETTING
All the raw samples are resized to a proper size in the begin-
ning. To make data sets for the detection of band-shapeMura,
we selected 86 normal samples randomly as our training data.
We believe that all parts of the normal samples are uniform
enough so that new samples extracted from these normal sam-
ples are also free of Mura. Therefore, we randomly intercept
square areas from these normal samples to expand our train-
ing data. The side length of the intercepted square is the same
as the shorter side of the original samples. For testing sets,
we select different number of samples from band-shape data,
together with the remaining 200 normal samples to make
sets of different proportions. For convenience, the proportions
between Mura samples and normal samples include 10%,
20%, 25%, 33%, 50% and 75%. Because the feature of band-
shape Mura is quite slight, we enhanced the contrast of all
images during training and testing using (11).

E_X = (1+ β)X + (−β)A_X (11)

where β is a coefficient whose value is between 0 and 1 to
adjust the image’s contrast.

We use a similar method to make data sets for the detection
of line-shapeMura. Interception is used to expand the training
data. And we select different number of samples with line-
shape Mura randomly to make testing sets with different
proportions. The proportions include 10%, 20%, 30%, 40%,
50% and 75%.

The experiment is realized with Pytorch. During the train-
ing process, Adam optimizer provided by Pytorch is used
to optimize the objective function. The batch size is set to
16. For the band-shape Mura data sets, the learning rates of
the generator and the discriminator are both set to 0.0001,
while for the line-shape Mura data sets, the learning rate is
set to 0.001. We have conducted a plenty of experiments and
it came out that the model was able to obtain the highest
detection accuracy within 150 epochs, so we set the iteration
number to 150. Weights of losses are set as follows: ωrec =
50, ωpred = 1, ωi = 1. Until stated otherwise, default settings
of our experiments are set to the aforementioned values. All
these experiments are carried out using a i7-9750H processor
and a GeForce RTX2070 GPU.

C. CRITERIA
The receiver operating characteristic curve(ROC) is a curve
drawn based on a series of different binary classification
thresholds, which takes true positive rate(TPR) as its ordi-
nate and false positive rate(FPR) as its abscissa. Area under
curve(AUC) is defined as the area surrounded by the ROC
curve and the coordinate axis. It represents the probability
that the positive examples are ranked before the negative
example. So it is applicable for the detection of imbalanced
data sets and that is why AUC is cited as a detection indicator
in [34]–[41]. In our experiment, we also use AUC to evaluate
the detection accuracy. The closer it is to 1.0, the more
accurate the detection model will be.

IV. RESULT
A. DETECTION RESULTS OF BAND-SHAPE MURA WITH
FFT, TRANSFER LEARNING AND OUR GAN-BASED
MEHTOD
We conducted experiments with traditional method which
extracts the Mura in frequency domain. The first step was
converting a sample to a frequency-domain image with FFT.
We then filtered the background information with a high-pass
kernel. Finally, the filtered image was converted back to the
space domain with iFFT, with only the Mura information.
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FIGURE 8. Detection accuracy of different method for different dataset.

FIGURE 9. Comparison of models’ detection accuracy on band-shape
Mura data sets with different generators.

With a proper threshold, we can judge if there is Mura in the
initial sample. Meanwhile, transfer-learning based method
was also studied. We used the pretrained ResNet50 model
provided by torchvision for Mura detection and some of our
samples were used to fine-tune the model. The two methods
mentioned above were compared with our proposed method
and the results were shown in Fig. 8. It can be seen that the
above two methods did not perform well in our dataset. The
former achieved an average accuracy of 0.824 and the latter
method achieved an average accuracy of 0.774, while our
proposed method achieved an average accuracy of 0.923.

B. DETECTION RESULT OF BAND-SHAPE MURA WITH
OUR PROPOSED METHOD
1) EFFECTIVENESS VERIFICATION OF THE GENERATOR
We first verified the effectiveness of our proposed UADD
generator in band-shape Mura detection. We made a com-
parison with two other state of the art models, Ganomaly
and Skip-Ganomaly. All parameters including input image
size and learning rates are set the same to make it fair,
except for the structures of the generators. Using DCGAN’s
discriminator, we tested band-shape Mura data sets with
different proportions. Fig. 9 shows the highest detection
accuracy of different generator on data sets with different
proportions. Specifically, the average detection AUC of the
model with UADD generator is around 0.964, while the
average detection AUC of the model with Skip-Ganomaly’s
generator is around 0.943, and 0.937 with Ganomaly’s gener-
ator. The average maximum AUC of UADD-GAN is 2.65%
higher than that of Ganomaly, and 2.05% higher than that of
Skip-Ganomaly.

FIGURE 10. Comparison of the detection accuracy in different supervision
modes.

FIGURE 11. Comparison of the detection accuracy with different
detecting methods.

FIGURE 12. Histogram of the testing samples’ normalized anomaly
scores.

2) COMPARISON OF DETECTION ACCURACY IN DIFFERENT
SUPERVISION MODES OF THE DISCRIMINATOR
In addition to improving the generator, we studied the influ-
ence of different supervision modes of the discriminator.
Unlike the discriminator of a traditional GAN that only uses
the last classification layer to supervise the generator, which
may not achieve the best supervision effect, we let the feature
layers take part in the supervision. For example, we have tried
seven other supervision modes including classification layer
+ layer 6, classification layer + layer 6 + layer5, . . . , classi-
fication + layer6-layer0. For the band-shape Mura data sets
mentioned before, we compared the detection accuracy. The
generator we used in this experiment is the UADD generator
we proposed, and the DCGAN’s discriminator is used as our
discriminator like before, returning the classification as well
as all the feature layers. Fig. 10 shows the highest detection
accuracy in different supervision modes of the discriminator.
It can be seen that the overall detection accuracy for band-
shape Mura data sets with different proportions reaches the
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FIGURE 13. Comparison of original, reconstructed and residual images of normal samples and samples with band-shape Mura.

FIGURE 14. Comparison of models’ detection accuracy on line-shape
Mura data sets with different generators.

highest when the classification layer and the last two feature
layers are used for supervision. The average highest AUC
is about 0.981. If the traditional mode is used, that is, only
the classification layer is used for supervision, the overall
detection accuracy is around 0.965.

3) COMPARISON OF DIFFERENT DETECTING METHODS
As mentioned before, the input of the model must be images
in square shape, so preprocessing is required to transform
the images into square ones since all our samples are in
rectangular shape. Transformation used in Ganomaly and
Skip-ganomaly is based on center-cropping, which deducts
the middle part of the image as input, resulting in the infor-
mation loss on the two sides of the image and thus a lower
detection accuracy. Therefore, we use a two-end detecting
method, which crops the image from two sides and obtains
their anomaly score respectively, taking the larger score as
the anomaly score of the input image. We compared the two
methods on band-shape Mura data sets and Fig. 11 shows the
results. It turns out that the detection accuracy of the center-
cropped method is around 0.964, while the accuracy of the
proposed two-end detection method is around 0.982, 1.8%
higher than the former one.

4) VISUALIZATION
With UADD generator and supervision mode of classifica-
tion + layer 5 + layer 6, we are able to get a detection
accuracy of 0.980 when the two-ends detecting is applied.
Fig. 12 shows the histogram of the testing samples’ normal-
ized anomaly scores of a specific data set. It can be seen
that the overall anomaly scores of normal samples are sig-
nificantly smaller, ranging from 0 to 0.2. While the anomaly

FIGURE 15. Comparison of the detection accuracy in different supervision
modes.

FIGURE 16. Comparison of the detection accuracy with different
detecting methods.

FIGURE 17. Histogram of the testing samples’ normalized anomaly
scores.

scores of the samples with band-shape Mura are relatively
larger, ranging from 0.1 to 0.8. Given a proper threshold,
we can distinguish most of the samples with band-shape
Mura.

Fig. 13 shows the original images, reconstructed images
and residual images of a set of normal samples and samples
with band-shape Mura. It can be seen intuitively that the
residual images of normal samples are darker than that of
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FIGURE 18. Comparison of original, reconstructed and residual images of normal samples and samples with line-shape Mura.

samples with band-shape Mura, indicating that the difference
between normal samples’ original images and their recon-
structed images are smaller. Actually, the average gray value
of the residual images of normal samples is 0.010, while
the average gray value of Mura samples’ residual images is
0.026, which also proves the effectiveness of our model.

C. DETECTION RESULT OF LINE-SHAPE MURA
1) EFFECTIVENESS VERIFICATION OF THE GENERATOR
Like the detection of band-shape Mura, we verified the effec-
tiveness of our UADD generator in the line-shape Mura
detection, comparing our proposed structure with the gener-
ator of Ganomaly and Skip-Ganomaly. We tested the line-
shape Mura data sets with different proportion with these
three models and Fig. 14 shows the highest AUC detection
accuracy of different generator on data sets with different
proportions. It can be seen that UADD generator has the best
detection accuracy in each proportion of the data set. In fact,
taking all these data sets into account, the average detection
AUC of UADD generator is round 0.933, while the average
AUC of Skip-Ganomaly is 0.900 and that of Ganomaly is
around 0.908. In general, UADD generator achieves about
3% higher detection accuracy than the other two structures.

2) COMPARISON OF DETECTION ACCURACY IN DIFFERENT
SUPERVISION MODES OF THE DISCRIMINATOR
The comparison of the detection accuracy in different super-
vision modes of the discriminator was also carried out on
the line-shape Mura data sets with different proportions. The
generator we used during the experiment was the UADD
structure we proposed. Fig. 15 shows the results. It can be
seen that, for the line-shape Mura data sets, the overall detec-
tion accuracy reaches the highest when the classification layer
together with layer 5 and layer 6 is used for supervision. If the
classification layer is the only one layer which is used for
supervision, the detection accuracy declines greatly, at around
0.887, which is 7% lower than the best detection accuracy.

3) COMPARISON OF DIFFERENT DETECTING METHODS
We tested all the line-shape Mura data sets using center-
cropped detection method and the proposed two-end detec-
tion method. Fig. 16 shows the accuracy of the two detecting
methods on different data sets. It can be seen that the detection
accuracy of the two-end detectionmethod is greatly improved

FIGURE 19. Detection AUC of the expanded dataset.

compared with the center-cropped detection method. Specif-
ically, the AUC increases by 10.5%.

4) VISUALIZATION
We tested the line-shape Mura data set with a proportion
of 50%, and Fig. 17 shows the histogram of the normalized
anomaly scores. It can be seen that the anomaly scores of the
normal samples are smaller. Fig. 18 shows a set of normal
original images and their corresponding reconstructed images
as well as residual images of a set of normal samples and
samples with line-shape Mura. The average gray value of the
normal samples’ residual images is 0.012, and that of the line-
shapeMura samples’ residual images is 0.023, indicating that
the generator performed better reconstructions on the normal
images.

D. DETECTION RESULT OF THE EXPANDED DATASET
We extracted the areas where Mura are located with annota-
tion tool and simply put them to the normal sample to expand
the band-shape Mura dataset. In the meanwhile, we expand
the normal samples by randomly cropping the initial normal
samples and resizing the cropped images. In this way, we got
a larger band-shape Mura dataset with 10000 normal samples
and 2000 band-shape Mura samples. This method is not
applicable for the expansion of line-shape Mura because it
produces line-shape unevenness when theMura area is placed
in the normal sample. We have conducted experiments on
the expanded dataset with our method and Fig. 19 shows the
detection result. It can be seen that the AUC is still high in
the detection of the expanded dataset, which indicates the
effectiveness of the model more convincingly.

E. SPEED COMPARISON OF DIFFERENT MODELS
We compared our model with Ganomaly and Skip-ganomaly
in terms of inference speed and the results are shown
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TABLE 3. Speed comparison of different models.

in Table 3. During the experiment, image size was set as
256∗256. It can be seen that our method is faster than Skip-
ganomaly and slightly slower than Ganomaly in terms of
inference speed. At the same time, with the increase of
the number of supervision layers, the inference speed has
decreased. For example, when only the classification layer
is used for supervision, the inference speed is 4.36ms/frame,
and when the classification layer together with layer6-
layer0 is used, the inference speed is around 5.65ms/frame.

V. CONCLUSION
In this paper, we propose a new GAN-based anomaly detec-
tion model call UADD-GAN, to distinguish samples with
Mura from the normal ones. Themodel consists of a generator
and a discriminator. After being trained, the generator is able
to perform good reconstruction for normal samples, while
for samples with Mura, the reconstructed image has a large
difference with the original image. Only normal samples
are used in the training process, making it suitable for the
cases with imbalanced data. In addition, unlike other dis-
criminators of other GAN-based model, our discriminator
utilizes features from multiple layers instead of only the final
classification layers, which not only improves the supervisory
ability, but helps the generator to reconstruct images better.
A two-end detecting method is also proposed to avoid the
omission of Mura locating in the sides of a sample, which
effectively improves the detection accuracy. A large number
of experiments show that our method is superior to other
existing state of the art models in the given Mura data sets.

There are still some limitations in our work. For example,
the detection accuracy of defect with larger shape is higher
than that with smaller shape. I suggest that once a better
reconstruction network is developed, it can be used in the
framework so that the Mura with smaller shape can also be
inspected effectively. Meanwhile traditional method can also
be used together to improve the detection accuracy.
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