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ABSTRACT Our work focuses on detecting sarcasm in tweets using deep learning extracted features
combined with contextual handcrafted features. A feature set is extracted from a Convolutional Neural
Network (CNN) architecture before it is combined with carefully handcrafted feature sets. These handcrafted
feature sets are created based on their respective contextual explanations. Each feature sets are specifically
designed for the sole task of sarcasm detection. The objective is to find the most optimal features. Some
sets are good to go even when it is used in independence. Other sets are not really significant without
any combination. The results of the experiments are positive in terms of Accuracy, Precision, Recall
and F1-measure. The combination of features are classified using a few machine learning techniques for
comparison purposes. Logistic Regression is found to be the best classification algorithm for this task.
Furthermore, result comparison to recent works and the performance of each feature set are also shown
as additional information.

INDEX TERMS Sarcasm detection, natural language processing, deep learning.

I. INTRODUCTION
The magnitude of data generated through social media today
is colossal. They are good for data analysis since they are very
personal [1]. For years, companies have been analyzing this
type of data to leverage their position in the market of their
choice [2]. This field is called sentiment analysis [3].

On the other hand, sarcasm is defined as a positive utter-
ance or sentence with underlying negative intention [4]. It is
regarded as one of the most challenging issues in the Natural
Language Processing (NLP) field [5]. Spotting and handling
them correctly is crucial in an automated NLP systems,
mainly since sarcasm can flip the polarity of a sentence
[5], [6]. Traditional studies as from Davidov et al. [7] and
Riloff et al. [4] used rule-based techniques to tackle sarcasm
detection. However, more recent studies [8], [9] have shifted
towards deep learning to automatically detect the discrimina-
tory features.

In this work, the features extracted by a deep learn-
ing architecture is combined with the ones that are manu-
ally created through specific contextual understanding and
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processes. Tweets are used as themain source of input. Unlike
in writing, different tones and gestures can be utilized to
portray sarcasm in the real world [7]. As a counter-measure
for this short-coming, writers of tweets tend to leave contex-
tual clues for sarcasm in creative ways such as hashtags and
hyperboles [4], [7]. This kind of clues is what this work is
trying to find and exploit.

II. MOTIVATION
Several NLP studies have tried to come up with automatic
detection models for sarcasm. Features are either discovered
through deep learning or manual handcrafting (feature engi-
neering) methods [10], never both. There is too much reliance
on a deep learning architecture for some researchers [8], [9],
and vice-versa for manual handcrafting [4], [11], [12]. This
leave some room for experiments.

III. RELATED WORK
In sarcasm detection datasets, sarcastic tweets commonly
contain hashtag keywords such as #sarcasm, #sarcastic, #not
[4], [7], [12]. This group of studies believe that hashtags are
the best indicators to initially detect sarcasm.

Recently, deep learning are used for sarcasm detection
[8], [9]. This is following CNN’s good track record in
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solving NLP problems. For example, Poria et al. [8] used four
datasets to extract four feature sets using CNN. Then these
feature sets are combined and classified by an SVM classifier.
Another work from Ilić et al. [13] used a deep learning model
based on character-level word representations derived from
the Embeddings from Language Models (ELMo). ELMo is
a representation technique which use vectors derived from a
bidirectional Long Short Term Memory (LSTM) [14]. Both
of the aforementioned works used a dataset that is created by
using hashtags [15]. This is also the dataset that is used in our
work.

Besides sole reliance on hashtag keywords, some studies
also add rule-sets. For example, Barbieri et al. [16] use
frequency and rarity of words as their main features. This
technique is also used by Bouazizi and Ohtsuki [17] with
additional rules on extracting sarcastic word patterns. The
rules include counting the number of positive/negative words
in the tweet and counting the number of highly emotional pos-
itive/highly emotional negative words. A more recent study
by Shmueli et al. [18] used a seed phrase ‘‘being sarcastic’’
as in ‘‘I was being sarcastic’’ or ‘‘She was being sarcastic’’.
The seed is then used to collect sarcastic instances in Twitter.
Ultimately, a new dataset is created to help solve the issue
of dataset scarcity for sarcasm detection. These are not the
only researches that use rule-based techniques for sarcasm
detection. Riloff et al. [4] had already used classifiers that
looks for positive verbs found with negative situations in a
sentence in 2013. They created a lexicon for the verbs and
situational words. Then they used this lexicon to differentiate
between the sarcastic and normal sentences in their test.
This research has inspired other researches that use the same
methodology of using hashtags assisted detection augmented
by rule-sets [8], [12], [19].

Apart from hashtag and rules related detection methods,
other studies depended on user historical tweets to create
their features. This idea was first experimented by [12] with
thorough analysis on what are the most relevant features in a
thread of tweets from the same user. The features is as shown
in Figure 1. It is obvious that the highest accuracy can only be
achieved when all of the relevant features are combined. All
these relevant features has their own specific rules. For exam-
ple, audience feature use historical communication between
author of the tweet and the person that tweet is intended
to using the @ function in Twitter. This idea is inspired by
the work by Kreuz and Caucci [20] which states sarcasm is
likely to happen between the people that knows each other.
Then the rank, the frequency of messages and if there have
been at least one mutual @-message between the author
and this other user are also added as part of the audience
feature. This technique is followed by a few other studies
[21]–[23]. For example, Rajadesingan et al. [23] created a
framework called Sarcasm Classification Using a Behavioral
modeling Approach (SCUBA) where they classify user’s
behaviour using a similar approach as done by Bamman and
Smith [12] (using historical tweets) but added aspects like
the difference in the length of the words between the user’s

FIGURE 1. Most relevant features for sarcasm detection according to
Bamman & Smith [12].

FIGURE 2. Direct correlation between availability of historical information
and sarcasm detection performance according to Rajadesingan et al. [23].

current tweet and their past tweets. They have also experi-
mented on whether there is a direct correlation between the
availability of historical information with sarcasm detection
performance, as shown in Figure 2.

A recent study [24] used a deep learning Bidirectional
Encoder Representations from Transformers (BERT) archi-
tecture to experiment on the idea of using historical infor-
mation to detect sarcasm. They used historical conversational
features such as response, last utterance, last 2 utterance and
last 3 utterance.

Another sarcasm detection study focused on the contex-
tual difference in specific tweets [25]. This study yielded
a better result than the studies using historical information
mentioned above. Additionally, all the other context-based
sarcasm detection studies [4], [8], [12] somehow incorporated
historical information in their experiments. In our study, only
information given in the dataset is used.

Linguistic markers such as exaggeration or hyperboles
[26], [27], interjections such as ‘‘gee’’ or ‘‘gosh’’ and punc-
tuation symbols such as ‘‘?’’ [20] could also be good features
for sarcasm detection. Tsur et al. [28] even claims that mod-
ified words like ‘‘yay!’’ or ‘‘nay!’’ as a recurring aspect of
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sarcastic patterns in Amazon product reviews. These has all
been done in rule-based systems.

The work by Liebrecht et al. [29] used ‘‘#not’’ to label their
tweets as sarcastic or not. For example the tweet ‘‘Donald
Trump is the best president ever #not’’ would be decided as
sarcastic. They also used bigrams and trigrams to determine
the rank of the features. For example, in their dataset the term
‘‘Nineteen Eighty’’ is found 836 times while the term ‘‘One
hundred’’ is found 636 times which makes it lower in ranking
for bigrams. ‘‘This gave another indication that N-Grams
can be expanded into many types of grams to achieve an
objective.

Another prominent way to detect sarcasm is the use of
lexicons [4], [20]. Many studies have used lexicons to assist
their sarcasm detectionmethods. For example, Riloff et al. [4]
created their own lexicons of positive verbs and negative sit-
uations using a boot-strapping technique. Then they use back
these lexicons for the main sarcasm detection task. Existing
lexicons such as Wordnet [30] has also been used to assist
in different sarcasm detection tasks, mainly in the process of
word counting [6], [23].

Apart from short-texts such as tweets, existing researchers
also work on long-texts such as product reviews and online
discussions [31], [32]. Interestingly, features that excelled in
these studies are in the form of N-Grams and Part-of-speech
N-Grams. This gives a strong support to the researchers work-
ing with short texts. N-Grams based techniques could yield a
good result if used correctly.

Sarcasm could also be temporal [33] in the sense that a
sarcastic sentence could be regarded as ill-intentioned in a
year but then good-intentioned in another year. However,
many researchers believed that sarcasm are first created to
be ill-intentioned unlikeness [4], [34]. If it uses any temporal
words, it just means that the user is hoping that the situation
changes in the future [33].

IV. PROPOSED METHOD
The overall framework of this study starts with data acqui-
sition and ends with evaluation. The bird’s eye view of the
whole process is shown in Figure 3.

The feature extraction methods mentioned in the related
works section is not enough to detect all the sarcastic tweets
that might be present. In the real world, sarcastic utterances
tends to utilize abnormal tones [35], [36] or exaggerations
[26]. In a written statement, these are translated into certain
use of words or symbols, or the way they are written. This
work is focusing on the detection of such features.

A. DATA ACQUISITION
The dataset used in this work is created and shared pub-
licly [15]. It consists of real twitter posts which used ‘‘#sar-
casm’’ as the indicator to collect sarcastic instances. Normal
instances are more likely to happen in the tweets as well as
in the real world in comparison to sarcastic ones [15]. Hence,
this dataset is an imbalanced distribution of 780,000 English
tweets (130,000 sarcastic and 650,000 non-sarcastic). In our

FIGURE 3. Overall framework of the study.

work, the datasets were split into 80 percent training and
20 percent testing.

B. DATA PREPROCESSING
Preprocessing is an integral part of any NLP study [22]. It is
done so that the preprocessed part would not give any weight
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and biasness to the experiments. For this purpose, five types
of preprocessing techniques which were used.

First all the text in the dataset in converted to lowercase.
Then all the stopwords are removed. Then any occurrence of
‘‘#sarcasm’’ in the document is removed. This is followed by
the removal of any punctuation signs. Finally, all the words
are changed to their root form. The ‘lemma’ style is chosen
for this work as it is more general in contrast to the ‘stem’
style.

C. SARCASM DETECTION
1) DEEP LEARNING EXTRACTION
Many recent researches on sarcasm detection are moving
towards deep learning [8], [9], [22], [37] given its high repu-
tation in NLP. The biggest advantage of using deep learning
is its ability to automatically gather optimum features for a
given task [8], [9].

In this work, a vanilla Convolutional Neural Network
architecture is proposed to extract ten deep features to match
the 10 other features described in the next subsections. The
features are also balanced so there is no bias when we do the
comparison. The overall architecture of the Sarcasm Detector
is shown in Figure 4.

FIGURE 4. Overall architecture of the Sarcasm Detector.

As shown in Figure 4, the deep features extractor (CNN)
is a large part of the overall architecture of the Sarcasm
Detector. It is also assisted by a word-embedding technique
as a way to convert tweet sentences into feature vectors as
input. The details are described below.

2) FASTTEXT
We have decided to use FastText [38] as our word embedding
technique instead of the commonly usedWord2Vec [39]. This
is because FastText breaks every word into N-grams instead
of using individual words as with Word2Vec. Then the words
are fed it into a neural network.

FastText feeds the words into a neural network in
the form of unigram, bigram and trigram. For example,
the word ‘‘human’’ is broken into ‘‘hum’’, ‘‘uma’’ and

‘‘man’’ as a trigram for the word ‘‘human’’. The vectors
for ‘‘human’’ will be the total of all the broken N-grams.
Artificial Neural Network (ANN) is used as the training
method.

The output is a word-embedding vector for all the broken
N-grams in the training dataset. Hence, FastText gives a better
representation even for the rare and misspelled words. This
makes it very effective for social networks analysis.

3) CONVOLUTIONAL NEURAL NETWORK (CNN)
For the purpose of extracting the deep features, a vanilla CNN
architecture as shown in Figure 5 is used. This is the detail of
the CNN part from the overall architecture of the Sarcasm
Detector shown in Figure 4.

FIGURE 5. CNN architecture used in the Sarcasm Detector.

The CNN architecture in Figure 5 is shown in a top-down
manner starting from the start (top) to the finish (bottom)
node. ‘‘NL’’ stands for N-gram Length. The breakdown is:

1) An input layer of size 1 × 100 × N where N is
the number of instances from the dataset. Vectors of
embedded-words are used as the initial input.

2) Then the layers between the input and the concatena-
tion is introduced:
• One convolutional layer with 200 neurons to
receive and filter size 1 × 100 × N where N is the
number of instances from the dataset. The stride
is [1 1].

• Two convolutional layer with 200 neurons to
receive and filter size 1 × 100 × 200. The stride
is [1 1].

• Three batch normalization with 200 channels.
• Three ReLU activation layers.
• Three dropout layers with 20 percent dropout.
• A max pooling layer with stride [1 1].

3) A depth concatenation layer to concatenate all the last
max pooling layers.

4) A fully connected layer with ten neurons.
In this architecture, the focus is on the convolutional layers

which are used to produce the feature maps. This is fol-
lowed by the batch normalization layers to improve the speed,
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performance, and stability by re-centring and re-scaling the
input data. The activation functions are used for the scanning
of input data. Finally, the minimum 0.2 dropout layers are
used to avoid overfitting and increase the validation accuracy,
as well as to increase the generalizing power. Then the max
pooling layer is used to do the final vote. The initial inputs
are the word vectors created using the Fasttext. The vector
size is set to [1 100]. These vectors are then split into three
groups- first group (N-Gram Length-1 or normally known
as unigram), second group (N-Gram Length-2 or normally
known as bigram), and third group (N-Gram Length-3 or
normally known as trigram).

After the word vectors has been split into their respec-
tive N-Gram Length groups, they are fed into three graph
architecture which begins after the input layer. The three
graph architecture is running concurrently before combined
at the concatenation layer. Then the network goes to a fully
connected layer with 10 neurons, which are extracted to be
our deep features. This feature set is then combined with the
manual features before the classification.

D. INCONGRUITY DETECTION
Incongruity is disagreement of a sentence with the context.
According to [40], the time it takes for the understanding
of a sarcastic sentence is related with the degree of incon-
gruity between the sentence and the context. Campbell and
Katz [41] echoed this by stating that it is compulsory for
sarcasm to use context incongruity. Ramteke et al. [42] has
also came up with the same idea in their paper, even though
they call it thwarting instead of incongruity. Another study [4]
call this idea ‘‘a contrast’’ and came up with their own system
to detect it. Hence, subsets of ideas from both studies by
Ramteke et al. [42]and Riloff et al. [4] is used in the attempt
to extract some incongruity features.

E. HYPERBOLE DETECTION
Hyperbole has always been a good linguistic marker for
sarcasm detection [26]. The two figurative languages sarcasm
and hyperbole are related. Bharti et al. [27] stated that hyper-
bole can facilitate sarcasm detection. This is agreed by other
studies [26], [43] with the argument that sarcasm-related
utterances often used exaggerations or also known as hyper-
bole. For example, the sentence ‘‘Great! I love Mondays!’’
could be both a hyperbole because it is an exaggerated
sentence and also sarcastic, since naturally humans hate
Mondays. Hence, some hyperbolic features are extracted to
investigate its helpfulness in sarcasm detection.

F. TEMPORALITY DETECTION
Another quality of sarcasm is temporality [33]. For exam-
ple, the sentence ‘‘You think just like Donald Trump now’’
in 2016 after he won the US election would have a different
connotation then in 2020 when he lost the US election.

G. DISLIKE DETECTION
Sarcasm is also usually used to portray a sort of dislike [34]
of a person to another person or an event. To model dis-
like, some features are extracted based on one of the most
prominent characteristic of sarcasm: it is seldom happening
between strangers [44]. These features are further differenti-
ated into specific groups: i. A person to a familiar person in
the same tweet ii. A person to a familiar event in the same
tweet.

On-line engagement is also one of the indications of
whether a negative feeling is likely to be felt in the real world.
Chen and Boves [45] explained this in two simple definitions,
which are used as two more feature groups: i. The more there
are tweets about something, the more we can reliably lean on
it being the public’s negative feeling. ii. Highly active on-line
talking points are usually more inclined to be a negative
feeling.

H. FEATURE ENGINEERING FOR MANUAL FEATURES
For context incongruity feature set, the frequency of neg-
ative word happening after a positive word and vice versa
is counted. Then the total number of positive words and
negative words is counted as another feature. This is done
to every instance of the tweets. For this process, positive
and negative word lexicons described in the next subsection
is used.

For each tweet, the total number of hyperbolic words is
counted. We use hyperbolic words from a lexicon which is
described in the next subsection. This lexicon is also used to
see if there is any occurrence of two ormore hyperbolic words
in a tweet. If there is, it is counted that as another feature.
This second hyperbolic feature is in Boolean form.

Temporal words in each tweets is counted as another set of
features. Furthermore, another feature set is added by count-
ing the cases where the word that comes in the vicinity of
three words before or after the temporal word is a noun. This
feature is also in Boolean form. For this purpose, we have
used the lexicons of temporal words and nouns explained in
the subsection below.

Then two dislike features are added. The first one is the
presence of a self-pronoun word with another self-pronoun
word in the same tweet. The second is the presence of a
self-pronoun with an event word such as ‘‘affair’’, ‘‘incident’’
and ‘‘episode’’ in the same tweet. Both of these features are
in Boolean form. Then two dislike with engagement features
are also added. Every verb that happens more than once in
the whole dataset is counted and used as a feature for every
tweet that uses the word. Verbs are direct indicators of how
someone is doing [4]. The same is also done for event words.
For the purpose of extracting these dislike related features,
three lexicons which are explain in the subsection below are
used.

In total, 10 manual features is extracted. All these features
are related to the context explained in the subsection above.
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I. LEXICONS
In order to extract all the manual features, some lexicons are
used. These lexicons are directly correlated with the manual
feature engineering in the subsection above based on its order.

1) STOPWORDS
There are 225 stopwords used in this work. This lexicon is
used in the stopwords removal process in this work.

2) POSITIVE AND NEGATIVE WORDS
The positive and negative words lexicon is downloaded from
an existing resource [46] that is studying sentiment analysis.
It consists of 6800 words.

3) HYPERBOLIC WORDS
This dataset is a subset from that of another study [47] that
works on hyperbole. It consists of 710 instances. This lexicon
is used in the hyperbole-related features extraction process.

4) TEMPORAL WORDS
Temporal or transition words are words that deals with time.
We downloaded a list of these words from a prominent web-
site providing it [48]. It consists of 52 instances. This lexi-
con is used in the process of extracting the temporal-related
features.

5) NOUNS
This lexicon is downloaded from a website that has the
most comprehensive list of nouns [49]. This list contains
1500 instances. This lexicon is used in the process of extract-
ing the features for temporal-related features.

6) VERBS
This lexicon is downloaded from a website with the most
comprehensive list of verbs [50]. This list contains about
600 instances. Then another list is downloaded from another
website [51] containing the most comprehensive list of irreg-
ular verbs. This list contains about 300 instances. These
lexicon are used in the process of extracting the features for
dislike-related features, same as the last two lexicons below.

7) PRONOUNS
There are many types of pronouns. That includes personal,
objective, subjective, possessive, demonstrative and many
more. We have collected all the instances for the purpose of
this study. They are downloaded from a prominent website
[52]. It has about 300 instances.

8) EVENT WORDS
A list of synonyms for the word ‘‘event’’ is downloaded from
an online dictionary for the purpose of having an event words
lexicon. It consists of the words: ‘‘affair’’, ‘‘circumstance’’,
‘‘episode’’, ‘‘hap’’, ‘‘happening’’, ‘‘incident’’, ‘‘occasion’’,
‘‘occurrence’’ and ‘‘thing’’.

J. MACHINE LEARNING CLASSIFIERS
For the purpose of comparison, five classification algo-
rithms are used. This include: i. Support Vector Machine ii.
K-Nearest Neighbor iii. Logistic Regression iv. Decision Tree
v. Discriminant Analysis. All of these are well-known meth-
ods in statistics, pattern recognition and machine learning.

1) SUPPORT VECTOR MACHINE
The support vector machine (SVM) binary classification is a
searching algorithm that searches for an optimal hyperplane
that can partition a set of data into two classes, negative and
positive [53]. In this work, we have decided to use the Radial
Basis Function (RBF) as the kernel. An RBF is a function
that depends only on the distance between the input and
another fixed point. This has yielded the best result amongst
all the other kernels for binary classification. This CNN-SVM
scheme has also been proven to be quite useful for text
classification with deep learning from a previous study [8].

2) K-NEAREST NEIGHBOR
K-nearest neighbor (KNN) is a classification algorithm that
puts the outputs into classes by looking at the neighboring
nodes [54]. This algorithm depends on a threshold ‘‘k’’. The
default value is used for the threshold in this work; ‘‘k= 10’’.

3) LOGISTIC REGRESSION
Same as most keyword-based models, logistic regres-
sion (LR) has two varieties: regression and classification [55].
In a binary classification model, logistic regression simply
models probability of output in respond to the input given.
As a binary classifier, a cutoff value is chosen and the clas-
sification is based on whether the probability of the inputs
are greater than the cutoff which is going to be put in one
class or below the cutoff which is going to be put in the other
class For this study, the default cutoff value of 10 is used.

4) DECISION TREE
A decision tree (DT) is an algorithm that uses nodes to repre-
sent tests which are ran on an attribute. It also uses branches
to represent the result of the tests and leaf nodes to represent
labels or conclusions made after calculating all attributes in
the experiments. Rules of the experiments are represented by
the paths from the root of the tree to the leaf nodes [56].

5) DISCRIMINANT ANALYSIS
Discriminant analysis (DISCR) or also known as Linear Dis-
criminant Analysis (LDA) models the differences between
the classes of data given. It can only work when the mea-
surements on the variables used are continuous. It can also
be used when groups are known in advance. Each case must
have a score on one or more quantitative measures and a score
on group measures [57]. Basically, DISCR is the algorithm
to group or classify instances of the same type into one
group or class.
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K. EVALUATION
Once the features are extracted, we proceed to our exper-
iments. The metrics used to evaluate the approach are
F1-measure, precision, recall and accuracy. The formulas
used for F1-measure, precision, recall and accuracy are given
in the equations (1), (2), (3) and (4) below respectively.

F1-measure:

F1 = 2.
precision . recall
precision+ recall

(1)

Precision:

precision =
TP

TP+ FN
(2)

Recall:

recall =
TP

TP+ FN
(3)

Accuracy:

accuracy =
Correct predictions
Total predictions

(4)

A classification algorithm’s effectiveness is usually mea-
sured in accuracy, that is denoted in equation (4) [58]. How-
ever, the accuracy could be very high while still not bringing
any significant value to a detection algorithm. For example,
a president of a nation could write one normal sentence and
it could be predicted as sarcastic. This mistake might lead to
unwanted or serious ramifications even though its only one
sentence. The accuracy of the system could still be very high
even though the significance or implication of the mistake
would be very serious. There is no clear indication of whether
the mistake is caused by the algorithm or not.

This is the reason why precision, recall and F1-measure is
used in this work. Precision is denoted in equation (2). It is
basically the count of instances that are true positive from the
total of true positive and false positive instances. This way,
the percentage of how many of the real sarcastic instances
over everything that is predicted as sarcastic by the system
would be known. If the precision is low, the meaning is that
the system is not doing a good job in predicting real sarcastic
sentences.

Recall is denoted in equation (3). It is basically the count
of the instances which are true positive over the total of the
instances that are true positive and false negative. In this case,
the percentage of the real sarcastic instances over everything
that is actually sarcastic would be known. If the recall is low,
the meaning is some sarcastic sentences are labeled as normal
by the system.

The final equation F1-measure is denoted in equation (1).
It is used to put balance between precision and recall, espe-
cially when the dataset is imbalanced. Naturally, a sarcasm
dataset would have more normal instances than sarcastic
ones. This is a direct relation to the real world where human
seldom use sarcasm in their conversations in comparison to
the normal sentences.

The publicly shared dataset [15] used for the experiments
in this work is initially split into two sets, Train and Test

in the ratio of 80:20. Then the Train set is split again into
Train and Validation in the ratio of 80:20. In short, the whole
dataset is split into Train, Test and Validation sets in the
ratio of 64:16:20. This dataset has 780,000 English tweets
with 83 percent normal instances and the rest are sarcastic
instances. Hence, the number of instances in the training
set would be 499,200 (414,336 normal and 84,864 sarcas-
tic), the validation set would be 124,800 (103,504 normal
and 21,296 sarcastic) and the testing set would be 150,000
(124,500 normal and 25,500 sarcastic).

V. SETUP
The environment used to carry out the experiments is a
computer running on 64-bit Windows 10 with an Intel(R)
Core(TM) i7 8th Gen with NVIDIA(R) GeForce(R) GTX.
The software used is Mathworks Matlab 2019a.

VI. RESULTS AND DISCUSSION
In this section, the results produced by all the experiments
is given. This is followed by the explanation of how each
component in the experiments are used to fulfill the objective
of the study.

A. CLASSIFICATION RESULTS
This subsection consist of performance results for every clas-
sification algorithm in the experiment using all the feature
sets combined. It is shown in terms of F1-measure, Precision,
Recall and Accuracy.

TABLE 1. Performance comparison for classification algorithms using all
the feature sets combined.

SVM and Decision Tree are both good classifiers for this
task, with high accuracies and F1-scores. However, the per-
formance of Logistic Regression are the highest. For the rest
of the analysis in this paper, the results used are those from
the classifier Logistic Regression.

B. PERFORMANCE COMPARISON WITH EXISTING WORKS
For comparison, two recent works that used the same dataset
as in our experiment are chosen. Both of the chosen works are
in the domain of sarcasm detection. The results are compiled
and shown in Table 2.

TABLE 2. Performance comparison with existing works.
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FIGURE 6. Performance of deep feature set.

FIGURE 7. Performance of incongruity feature set.

FIGURE 8. Performance of hyperbolic feature set.

The proposed method showed significantly better perfor-
mance in comparison to the others across all metrics used.
This supports our claim that manually extracted contextual
feature sets are useful for this task. The performance for each
of the feature sets are also experimented.

C. PERFORMANCE COMPARISON AMONG FEATURE SETS
This subsection consist of performance results for each of the
feature set. It is shown in terms of Accuracy, Precision and
Recall.

Figures 6-10 show the performance of each of the feature
sets used in the study. The performance of the deep feature set
is obviously the highest in comparison to the others shown
below. The performance for the incongruity and hyperbolic
feature sets are comparable to the highest.

FIGURE 9. Performance of temporality feature set.

FIGURE 10. Performance of dislike feature set.

Compared to the other three, temporality and dislike fea-
ture sets show low performances. According to observation,
the first reason for this to happen is that these features has low
presence in the data set. Secondly, due to the informal lan-
guage used in Twitter, temporal words, event words, nouns,
verbs, and pronouns are becoming hard to detect. However,
the precision given by these feature sets which is more than
60 percent shows the importance of such features for the task
of sarcasm detection. Although the performance is not good
as stand-alone features, they might have higher added value
when correlated with other features.

VII. CONCLUSION AND FUTURE WORK
The results of our experiments provides some valuable
insights into the usages of different features of tweets. The
features are then exploited to build a framework that’s proven
useful to detect sarcasm. The method also significantly
improves the F1-measure from the existing study using the
same dataset. This work also demonstrates the generality of
a deep learning architecture. For future work, a few datasets
will be used to further generalize the comparisons. The pro-
cess of extracting and gathering meaningful features could be
expanded further.
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