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ABSTRACT 6TiSCH is an emerging networking technology proposed by IETF for the Industrial Internet
of Things. As a result of its standardization effort, IETF has proposed the so-called minimal 6TiSCH
configuration, which sets the minimal requirements for building functional 6TiSCH networks. However, this
minimal configuration provably leads to large synchronization times and, consequently, to a waste of energy
every time a node desires to join the network. In this paper, in order to optimize this initial synchronization
process, we study the effect of the channel scan period on the initial synchronization time and on the energy
consumption. The scan period is the time a node spends on listening for network advertisements on a specific
channel as it scans the available channels in the network. Our study includes the mathematical modeling
and analysis of the initial synchronization process, its algorithmic representation as well as experiments
in a 12-node testbed. The theoretical results demonstrate that by optimally setting the scan period, we can
achieve an up to 48.37% and 47.10% reduction in the average initial synchronization time compared to
the default scan periods of Contiki-NG and OpenWSN respectively. Both the algorithmic approach and the
experiments exhibit almost identical results, thus, confirming the performance improvement. Furthermore,
our experiments demonstrate an almost linear relation between the average initial synchronization time and
the average energy consumption.

INDEX TERMS 6TiSCH, TSCH, IEEE802.15.4, minimal 6TiSCH configuration, Industrial Internet of
Things (IIoT), initial synchronization, scan period.

I. INTRODUCTION
At first, the need of high reliability and low-power consump-
tion in industrial applications of the Internet of Things (IoT)
led to the design of mechanisms such as the ‘‘Time Slotted
Channel Hopping’’ (TSCH) for the IEEE802.15.4 physical
layer [1]. Later, the need for an open-standard, IPv6-enabled
solution that realizes the Industrial Internet of Things led
the Internet Engineering Task Force (IETF) into develop-
ing the ‘‘IPv6 over the TSCH mode of IEEE 802.15.4’’
(6TiSCH) technology, which bridges the gap between
IEEE802.15.4-TSCH and IPv6 [2]. During the standardiza-
tion process of 6TiSCH, the so-called minimal 6TiSCH con-
figuration [3] has been defined, which specifies the minimal
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requirements for building functional 6TiSCH networks. The
TSCH version of IEEE802.15.4 is part of embedded operat-
ing systems [4], [5] and has thoroughly been tested in various
deployment scenarios [6]–[8].

In 6TiSCH, a node that intends to join a network must
first synchronize with this network. This initial synchroniza-
tion is performed through the network advertisement frames,
called Enhanced Beacons (EBs). To receive an EB, the node
scans the available channels (e.g., 16 channels when all the
channels of the 2.4GHz ISM band are used). Because of
the multiple orthogonal channels and the channel hopping
mechanism of IEEE802.15.4-TSCH, finding an EB may take
a considerable amount of time, which in turn leads to an
increased energy consumption since the node needs to con-
stantly have its radio on during the scan. A shorter synchro-
nization time can be achieved using a higher EB transmission
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FIGURE 1. The flow chart of the initial synchronization procedure.

rate, but at the cost of a higher energy consumption [3].
Additionally, any increase in the EB rate should be made
taking into account the possibility of an increase in the col-
lisions of the neighboring EB transmissions, which will def-
initely affect the performance of the initial synchronization
procedure [9], [10]. It is worth noting that the transmission
of EBs on a predefined static channel is not an acceptable
solution since it comes in contrast to the channel-hopping
mechanism of IEEE802.15.4-TSCH, and in general, to the
standard operation of the protocol. Moreover, it may cause
a node to fail to join the network when, for instance, this
channel suffers from heavy interference. For the same rea-
son, a node should avoid to constantly listen for EBs on a
randomly selected channel.

To make the description of the initial synchronization pro-
cedure more intelligible to the reader, we present in Fig. 1 its
flow chart. As we can see in this figure, the following take
place after the initial synchronization procedure is triggered
by the TSCH link-layer protocol on the side of a node that
wishes to join a 6TiSCH network. Initially, the node turns on
its radio and selects a random channel to scan for EBs. The
scan of the channel lasts at most a scan period. If an EB is
successfully received within this period then the procedure
completes, otherwise a new channel is randomly selected for
scanning.

The use of the minimal 6TiSCH configuration worsens
the problem of large synchronization times, since it provides
limited resources for network advertising. In the direction
of mitigating the problem of large initial synchronization
times in the context of the minimal 6TiSCH configuration,
we examine the impact of the scan period on the initial
synchronization time and on the related energy consumption.
It is worth noting that the value of the scan period is defined
neither by the TSCH standard nor by the minimal 6TiSCH
configuration. As a consequence, previous studies and cur-
rent implementations consider an arbitrary scan period value.
To the best of our knowledge, this is the first paper that
studies the impact of the scan period, not only in the context
of the minimal 6TiSCH configuration but generally in the
field of IEEE802.15.4-TSCH networks. Herein, we focus on
the minimal 6TiSCH configuration in order to support the
6TiSCH standardization efforts. We approach the problem
of the optimal scan period assignment through an extensive
mathematical and algorithmic analysis as well as through
experiments in a testbed. We note that although the analy-
sis provided in the current paper is limited to the minimal
6TiSCH configuration which uses a single slot for advertise-
ments, it can be used as a theoretical basis for the analysis of
more complex multi-slot approaches that have been proposed
in the literature, such as in [11], [12].

In summary, the contributions of the paper are the
following:
1) We compute the optimal scan period in the minimal

6TiSCH configuration. More precisely, we demonstrate
that the optimal scan period is determined by the product
of the number of available channels and the slotframe
duration.

2) We demonstrate that using the optimal scan period,
we can achieve an up to 48.37% and 47.10% lower
average synchronization time compared to the default
scan periods of Contiki-NG andOpenWSN respectively.
We can also achieve an almost proportional reduction in
the energy consumed during the initial synchronization
process. It is noted that the minimization of the energy
consumed in the initial synchronization is crucial for the
feasibility of the initial synchronization when the nodes
are powered by capacitors whose energy is limited and
regularly replenished by a renewable energy resource.
In this case, there is a hard limit on the amount of energy
they can spend before joining a network.

3) By providing the optimal scan period, we advance the
6TiSCH standardization efforts in the direction of opti-
mizing the node joining process, and, consequently,
the network formation process.

4) In the context of 6TiSCH applications with a predefined
number of channels and slotframe duration, we enable
the manufacturers or the administrators to optimize the
initial synchronization process using the provided opti-
mal scan period. In addition, through our model, they
can also calculate the average expected initial synchro-
nization time.
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5) In 6TiSCH applications where the nodes do not know the
number of channels and the slotframe duration apriori,
they can calculate the optimal scan period after the initial
synchronization. Consequently, in this case, the nodes
can not exploit the optimal scan period in their first
synchronization attempt. However, they can exploit it
during a rejoin attempt, which for example can take
place in the case of a mobile node that voluntarily or
involuntarily connects and disconnects from the network
as it moves away or approaches the network respec-
tively. Therefore, we enable a node to speed up its rejoin
attempts even if it does not know the number of channels
and the slotframe duration at boot time.

The remainder of the paper is organized as follows.
Section II provides an introduction to the minimal 6TiSCH
configuration and the IEEE802.15.4-TSCH networks, while
Section III highlights the recent related work. In Section IV,
we present an extensive mathematical and algorithmic anal-
ysis of the problem of the optimal scan period assignment
and we discuss the theoretical results. Section V presents the
experimental results. Finally, Section VI concludes the paper
and presents ideas for future work.

II. MINIMAL 6TiSCH CONFIGURATION
A. MINIMAL SCHEDULE
Since 6TiSCH is based on the IEEE802.15.4-TSCH link layer
protocol, the communication between the nodes takes place
according to a schedule built on a slotframe; that is, a group of
slots repeating over time. Each slot is uniquely identified by
its slot offset, which is the position of the slot in the slotframe,
counting from zero. The schedule does not explicitly define
the radio channel where a node transmits or listens in a slot,
but it defines a channel offset. The channel offset is used for
the calculation of the radio channel at each repetition of the
slot, a process that is described in the next subsection. This
schedule can be represented as a matrix where the columns
are the slots and the rows are the channel offsets, while
each cell of the matrix is an atomic unit of communication
resource.

The minimal 6TiSCH configuration uses a single slot-
frame, the length of which is selected based on the particular
network requirements. The recommended timeslot template
of the minimal 6TiSCH configuration is the default template
of the IEEE802.15.4-TSCH standard for the 2.4GHz ISM
band, whichmeans that the length of a slot is 10ms. Regarding
the resource allocation, the minimal 6TiSCH configuration
allocates only a single cell, which is called a minimal cell.
The minimal cell can be any pair of a slot offset and a channel
offset; nevertheless, the pair (0, 0) is commonly used. The
minimal cell, which can be used for any type of the link
layer traffic, is used as a reference point where the nodes can
exchange the information required for building a functional
6TiSCH network (i.e., network advertising and routing). An
example of the minimal schedule proposed by the minimal
6TiSCH configuration is presented in Fig. 2. The unused

FIGURE 2. The schedule of the minimal 6TiSCH configuration when using
a slotframe of 101 slots and 16 channels.

cells are typically allocated to data transmissions by a data
scheduling mechanism.

B. CHANNEL HOPPING
To minimize the negative effects of multipath fading and
interference, IEEE802.15.4-TSCH uses a slow channel hop-
ping mechanism that maps a cell to different physical chan-
nels as the slotframe repeats. More specifically, the channel
CH to which a cell is mapped is recalculated at each repe-
tition of the slot containing the cell, through the following
formula [1]:

CH = HS[(ASN + channelOffset) mod HSlen], (1)

where HS is the (channel) Hopping Sequence, that is, a list
containing the available channels in a defined order; ASN is
the Absolute Slot Number, which indicates the number of
slots elapsed since the start of the network; channelOffset
is the channel offset of the cell, and HSlen is the length of
the channel hopping sequence. It should be noted that the
numbering of the elements in the channel hopping sequence
begins from 0. Furthermore, there are as many channel offsets
as the available channels, a condition that according to the
standard [1] results in a unique channel for each of the cells
of a slot. However, this condition is sufficient only when
the channel hopping sequence contains each of the available
channels once, while the standard allows the use of a channel
hopping sequence that contains a channel multiple times.
In the latter case, the condition is met only if the distance
between the positions of two consecutive appearances of a
channel in the channel hopping sequence is equal to the
number of the available channels. However, if we call C the
number of available channels, then in such a sequence we
have a cyclical repetition of the first C elements, which from
the perspective of the channel hopping leads to the same
results as the sub-sequence of the first C elements, and, thus,
there is no reason to use such a channel hopping sequence.
A later redefinition of Eq. (1) [13] solves the previous issue
by strictly defining the use of channel hopping sequences that
contain each of the available channels once, which alsomeans
that the length of the channel hopping sequence is always
equal to the number of the available channels. Such a channel
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hopping sequence is the default channel hopping sequence
defined by the standard and it depends on the number of the
available channels. The default channel hopping sequence is
a pseudo-randomly shuffled set of the available channels.

Another issue that must be taken into account regard-
ing the channel hopping mechanism is the slotframe length.
To assure that a cell cyclically hops over the available chan-
nels as the slotframe repeats, the slotframe size and the num-
ber of available channels must be co-primes [14]. Assuming
that this condition is met, the cell completes a hopping cycle
on the available channels C , in C consecutive slotframes.
We call this time the channel hopping period. The mini-
mal 6TiSCH configuration recommends the use of all the
available channels of the 2.4GHz ISM band (i.e., all the
16 channels), and the corresponding default channel hopping
sequence. Therefore, the minimal cell completes a hopping
cycle on the available channels in 16 slotframes; that is,
the channel hopping period is 16 slotframes.

It is useful to note that, due to the channel hopping mech-
anism, a cell hops cyclically over the available channels in a
defined order; This order (or sequence of channels) can be
expressed by the list containing in chronological order the
channels mapped to the cell at its first C appearances, that is,
in the first channel hopping period. Using the slot offset and
the channel offset of the cell, and assuming that the number of
slots in the slotframe is S, we can calculate the ASN of the i-th
appearance of the cell through the mathematical expression
(i − 1)S + slotOffset . Consequently, the channel at the i-th
appearance can be calculated through the expression:

HS[((i− 1)S + slotOffset + channelOffset) mod C].

Therefore, the list W according to which the cell hops cycli-
cally over the available channels is given by Eq. (2). Assum-
ing that the first element of W is assigned the index 0, it is
implied that the channel of the cell at its i-th appearance is
equal toW [(i− 1) mod C].

W = [

HS[(slotOffset + channelOffset) mod C],

HS[(S + slotOffset + channelOffset) mod C],

. . .

HS[((C − 1)S + slotOffset + channelOffset) mod C]

]. (2)

C. ENHANCED BEACON TRANSMISSIONS
Initially, a network that is based on IEEE802.15.4-TSCH,
such as a 6TiSCH network, contains only the Personal Area
Network (PAN) coordinator. To advertise the presence of
the network, in order to allow new nodes to join, the PAN
coordinator sends EBs. Depending on the network design,
a node that joins the network may also send EBs. For con-
venience, we will use the term advertisers to refer to the
nodes that send EBs. The standard does not define the rate
at which an advertiser sends EBs, but it states that the EB
rate is configured by a higher layer as appropriate taking into

TABLE 1. The recommended TSCH settings for the minimal 6TiSCH
configuration.

account the density of the nodes, the desired time for network
formation, and the energy devoted to network formation.

Similarly, the minimal 6TiSCH configuration recommends
that an advertiser should send EBs at a rate of 1 EB per
Enhanced Beacon period (EB period), where the value of
the EB period is set depending on the network requirements.
There are two ways for a node to autonomously achieve an
EB rate of 1 EB per EB period: (a) a static EB scheduling
where the node schedules each next EB transmission in such
a way that the distance from the last EB is fixed to be equal
to the EB period, and (b) a dynamic random (or probabilistic)
based scheduling with an expected distance between two con-
secutive EB transmissions equal to the EB period. The static
scheduling has a severe drawback. Since multiple nodes may
start transmitting EBs at the same slot, two or more neighbors
of a node may continuously transmit EBs in the same slots;
that is, some or all the neighboring EB transmissions of a node
may continuously collide resulting in a high synchronization
time or, in the worst case scenario, in an inability to join
the network. In the context of this paper, we assume that the
dynamic random based scheduling of EBs is used.

Table 1 summarizes the recommended TSCH settings for
the minimal 6TiSCH configuration.

III. RELATED WORK
The problem of the initial synchronization has been stud-
ied in the last few years from different perspectives
[15]–[17]. However, none of these studies takes into account
the impact of the scan period on the joining time and on the
energy consumption. In this paper, we carry out a complete
analysis of the impact of the scan period in the context of
the minimal 6TiSCH configuration. At this point, to avoid
confusion, we must note that in many cases in the literature,
the initial synchronization procedure is considered identical
to the joining procedure. However, for the secure joining
of a node, a security protocol is required to run after the
initial synchronization, to meet the needs of authentication,
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authorization and security parameter distribution. In this
paper, we focus only on the synchronization part of the join-
ing procedure.

Assuming a random transmission policy where the EB
transmissions are randomly allocated to a subset of the chan-
nel offsets of a single slot, a number of observations has
been made. Specifically, it has been observed that the use
of a higher number of channel offsets for EBs decreases
the joining time, since it decreases the number of EB colli-
sions, but it decreases the resources available for data trans-
missions [15]. This consequence has also been validated
by other authors [17]. The same studies also observe that
negotiating the EB channels, instead of using random ones,
leads to increased overhead and, thus, it should be avoided.
Nevertheless, the advertisers can first listen to the medium
and choose non-congested channels in order to improve the
joining times [16]. However, the last study does not include
results to show the impact of the channel sensing activity on
the energy consumption of the advertisers.

More complex EB transmission policies have also been
studied in the literature. Guglielmo et al. [18] formulate an
optimization problem to calculate the optimal cells where
an advertiser should transmit EBs with an ultimate goal to
minimize the average joining time. However, because their
approach may lead to a large number of collisions and may
require an advertiser to simultaneously transmit EBs on mul-
tiple channels, they propose an alternative approach, where
the optimal EB cells are used as a pool from which each
advertiser randomly selects a single cell for its EBs. Some
other approaches propose collision-free algorithms [9], [12],
[19] by allocating extra EB cells. Apparently, by increasing
the number of EB cells, the probability a joining node to
successfully receive an EB also increases. However, the reser-
vation of extra EB cells leads to a reduction in the number
of cells available for data transmissions. Moreover, assuming
the minimal configuration of 6TiSCH, the problem of EB
scheduling is translated to a slotted-ALOHA allocation prob-
lem [10]. It has been observed that because of the high colli-
sion probability, the minimal 6TiSCH configuration may lead
to very large joining times and to scalability problems [10],
[20].

Scheduling methods that adapt to the network size but
still reserve more than one advertisement slot have also been
explored [11], [20]. In [11], a slotframe structure where an
advertiser can dynamically decide the number of beacons
to send is proposed. The decision is based on a fuzzy logic
mechanism and on the neighbors’ status. In [20], extra shared
slots are dynamically allocated based on the neighbors’ activ-
ity. A different approach is followed by Duquennoy et al. [21]
where the slot allocation and scheduling is decided based
on the nodes’ unique identifiers (MAC addresses) to avoid
a burst of collisions. However, the final schedule for adver-
tisement purposes still uses shared slots (for TSCH EBs and
routing control messages).

Finally, the joining time of a node can also be
decreased by properly adjusting the EB transmission

TABLE 2. A summary of the basic notations and their meaning.

rate [10], [11], [22]–[25]. In these studies, the structure of the
slotframe and the position of the EB cells are fixed but the EB
transmission rate is adapted based on the estimated channel
congestion status. These solutions can apparently improve the
joining times and the energy consumption, however, they are
still sub-optimal.

IV. OPTIMAL SCAN PERIOD ASSIGNMENT
In this section, we analyze the problem of the opti-
mal scan period assignment in the Minimal 6TiSCH con-
figuration assuming a random based scheduling of EBs.
We make an extensive analysis that includes two different
approaches: (a) a mathematical model and (b) an algorithmic
approach. Table 2 will help the reader follow the notations
used in the following paragraphs.

A. MATHEMATICAL MODEL
Let us suppose that a node wishes to join a 6TiSCH net-
work and, therefore, it has to initially synchronize with this
network. For this reason, it starts scanning the channels in
order to find an EB. In the context of the minimal 6TiSCH
configuration, the node can find an EB only in the minimal
cell. This means that, within one slotframe, the node has
exactly one chance to find an EB. We note that, according
to the standard of IEEE802.15.4-TSCH, the transmissions in
a slot, or equivalently, in a cell, typically start at a predefined
time point called txOffset. Herein, for presentation purposes,
we define the term EB transmission point (or, simply, EB
point) for the txOffset of the minimal cell.

Without loss of generality, we assume that the scan process
is divided into steps of one slotframe length each. As the
synchronization attempt can start at any time point in the slot-
frame, the starting point of a step may be (a) before the EB
point, (b) at the EB point, or (c) after the EB point. In the
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first two cases, the step covers the EB point of the slotframe
where it starts, while in the last case it covers the EB point
of the next slotframe. Fig. 3 presents an example for each
case. Regardless of the start point of a step, we consider that
the step always covers the transmissions of a minimal cell
since it surely covers the start point of the transmissions of
a minimal cell. For convenience, we will use the phrase ‘‘the
EB channel of the step’’ to refer to the channel of the minimal
cell containing the EB point covered by the step.

To find an EB during a step, the following conditions must
be simultaneously satisfied:
i) An EB must be transmitted. The probability that an EB

is transmitted within a step is equal to the probabil-
ity of an EB transmission in a minimal cell. We call
this probability Peb. It should be noted that the factors
that affect this probability are the EB scheduling, and,
more specifically, the EB rate, the frame buffering at the
senders, and the number of neighboring advertisers (i.e.,
the node density).

ii) The joining nodemust listen to the channel where the EB
is transmitted; that is, to the channel where the minimal
cell has been mapped according to the channel hopping
mechanism. For this to happen, it is required that (a) the
node has selected the channel where the transmission
takes place, and (b) the channel change has been com-
pleted before the start of the transmission. The channel
that a node will listen to is randomly selected from the
list of available channels.

iii) The reception of an EB must be completed without
errors. The probability of this happening depends on the
external interference in the reception channel and on the
likely collisions between the neighboring transmissions
on the reception channel. To refer to this probability in a
channel x of the network, we define the function Psr (x).

Let Tscan be the scan period, Tswitch the channel switch
delay, that is, the time consumed when changing to a new
channel, and Tchannel the total time spent on a selected channel
during the scan. When the selected channel is the same as
the previous selection, then no channel switch occurs and,
thus, Tchannel = Tscan, otherwise Tchannel = Tswitch + Tscan.
However, since the channel switch delay is practically a
negligible quantity, usually a few microseconds [26], we will
consider that Tchannel = Tscan in both cases.
Subsequently, we define Tsf as the duration of the slot-

frame, which is equal to the duration of a step. Moreover,
we define that the ratio of Tscan to Tsf is equal to n, that is:

n =
Tscan
Tsf

, n ∈ R>0. (3)

Assuming that the number of slots in the slotframe is S and
the duration of a slot is Tslot , then Tsf is equal to the product
of S and Tslot . If we call C the number of available channels
in the network, then as wementioned in Section II-B, S andC
must be co-primes. This restriction is applied in our analysis.

Furthermore, as we also mentioned in Section II-B,
a cell hops cyclically over the available channels following

a specific sequence described by the list W of Eq. (2). Since
the initial synchronization process may start at any time
during the lifetime of the network, the EB channel of the first
step may be any of the available channels, and hence, it may
be located at any position in the listW . If we assume that the
EB channel of the first step is at the position with index y in
the listW , where y ∈ {0, 1, . . . ,C − 1}, then the EB channel
of the k-th step, where k ∈ N6=0, is given by the following
function:

X (k, y) = W [(y+ k − 1) mod C]. (4)

Because the EB channel of a step affects the probability
Psr , wemust take into account all the possible cases about the
position of the EB channel of the first step in the list W that
is, for each y ∈ {0, 1, . . . ,C − 1}. For presentation reasons,
we will use the phrase ‘‘index of a channel’’ to refer to the
index of the position of the channel in the listW .
Herein, we define the objective function β that maps a

channel x to the product of Peb and the Psr value of x, that
is:

β(x) = PebPsr (x). (5)

It is obvious that the higher the Peb and the higher the Psr
values the higher the values of the β function. However,
it should be mentioned that a higher Peb may increase the
collisions in the minimal cell and, thus, it may reduce the Psr
values.

Regarding the channel selections, since the channels are
selected randomly from the list of available channels, each
selection is independent of the previous ones. Obviously,
during a step, the probability of selecting the channel where
the EB is transmitted is 1/C . Consequently, if we assume
that we are in the k-th step of the synchronization process,
the conditional probability of finding an EB, given that the
EB channel of the first step has index y is:

Pstep(k, y) =
1
C
β
(
X (k, y)

)
. (6)

It is implied that the probability of finding an EB at a
random step is not affected by the previous steps. That is,
the steps are independent. The probability that the synchro-
nization is achieved at step k is equal to the probability that
an EB is not found at the first k − 1 steps but it is found at
step k . Next, in order to create the mathematical model of the
initial synchronization, we divide the calculations into three
cases:

(a) n ∈ (0, 1), that is, the scan period is shorter than the
duration of a step,

(b) n ∈ N∗, i.e. the scan period is an integer multiple of the
step duration, and,

(c) n ∈ R>1 − N, that is, the scan period is longer than the
step duration, but it is not an integer multiple of the step
duration.
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FIGURE 3. An example about the starting point of an initial synchronization attempt that randomly begins at the k-th cycle of a slotframe
containing S slots when the starting point of the attempt is (a) before the EB point of this slotframe cycle, (b) at the EB point of this slotframe
cycle, and (c) after the EB point of this slotframe cycle.

1) CASE 1: n ∈ (0,1)
In this case, since the scan period is shorter than the duration
of the slotframe, and, consequently, shorter than the time
between two consecutive EB points, the EB point of each step
is covered by a different scan period, and, thus, by a differ-
ent channel selection. An example of this case is presented
in Fig. 4.

Taking into account the independence of the steps, it is
obvious that the conditional probability of synchronization
in the k-th step, given that the EB channel of the first step has
index y is given by:

Pcondsync (k, y) =
( k−1∏
i=1

(
1− Pstep(i, y)

))
Pstep(k, y). (7)

Finding the absolute probability of synchronization at step
k requires to take into account all the possible cases about y.
Since these cases are mutually exclusive and the probability
of each of them (i.e., the probability that the EB channel
of the first step has a specific index) is 1/C , the (absolute)
probability of synchronization at step k is given by:

Psync(k) =
C−1∑
y=0

1
C
Pcondsync (k, y). (8)

To calculate the average synchronization time we must
take into account that the scanning process can start at any

time, and thus, the EB point can be in any position of a step.
Therefore, the average expected transmission start time of the
EB at the last step is Tsf /2 after the beginning of the step and
(k−1)Tsf +Tsf /2 from the beginning of the scan. As a result,
the average synchronization time is given by the following
formula:

T avgsync =

∞∑
k=1

Psync(k)
[
(k − 1)Tsf +

Tsf
2
+ Teb

]
, (9)

where Teb is the time required for the transmission of an EB.

2) CASE 2: n ∈ N∗

In this case, the scan period exactly covers n steps, and, thus,
n EB points, which means that the same channel selection is
used for n consecutive EB points. An example of this case is
presented in Fig. 5. It is worth noting that, when n = C –
that is, when the scan period is equal to the channel hopping
period – then an EB point will appear exactly once in the
selected channel. However, it is not certain that an EB will
be found because this also depends on the β values.

The first step of the scan period, that is kf , that contains the
k-th step of the synchronization process is given by:

kf =
⌊k − 1

n

⌋
n+ 1. (10)

Consequently, from the beginning of the scan period till the
beginning of the k-th step, the number of the channel hopping
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FIGURE 4. An example of the initial synchronization process in the case where n = 0.4, that is, n ∈ (0,1). The synchronization process randomly starts at
the k-th cycle of a slotframe containing S slots and successfully finishes at the fifth scanning step.

FIGURE 5. An example of the initial synchronization process in the case where n = 2, that is, n ∈ N∗. The synchronization process randomly starts at the
k-th cycle of a slotframe containing S slots and successfully finishes at the fifth scanning step.

periods (i.e., Nchp) that appear is given by the following
formula:

Nchp =
⌊k − kf

C

⌋
. (11)

Therefore, before the k-th step appears, its EB channel
has already appeared Nchp times (i.e., in Nchp steps) in the
scan period. As a consequence, in the context of the scan
period, the conditional probability Pspstep(k, y), that an EB is
not found in the previous appearances of the EB channel (or,
more generally, within the previous steps of the scan period),
but it is found in the k-th step, given the fact that the EB
channel of the first step of the synchronization process has
index y, is given by:

Pspstep(k, y) =
(
1− PebPsr

(
X (k, y)

))Nchp
Pstep(k, y). (12)

Since the event of achieving synchronization in a specific
step of a scan period and the event of achieving synchroniza-
tion in another step of the scan period are mutually exclusive,
it follows that in the context of the i-th scan period, which
starts at step (i− 1)n+ 1 and ends at step i · n, the probability
of failure to synchronize, given that the EB channel of the first

step of the synchronization process has index y, is:

Qsp(i, y) = 1−
i·n∑

k=(i−1)n+1

Pspstep(k, y). (13)

Consequently, the conditional probability of synchroniza-
tion in the k-th step, given that the EB channel of the first step
has index y, is given by:

Pcondsync (k, y) =
( b k−1n c∏

i=1

Qsp(i, y)
)
Pspstep(k, y). (14)

Finally, we can calculate the absolute probability of synchro-
nization in the k-th step using Eq. (8), and, then, the average
synchronization time using Eq. (9).

3) CASE 3: n ∈ R>1 − N
In this case, the scan period does not cover an exact (integer)
number of steps, but some steps are covered by two consecu-
tive scan periods; one that finishes and one that starts. For
convenience, we call these steps switch steps. In addition,
we divide a switch step into two parts, the left part, which
is covered by the scan period that finishes, and the right part,
which is covered by the scan period that starts. An example
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FIGURE 6. An example of the initial synchronization process in the case where n = 1.6, that is, n ∈ R>1 − N. The synchronization process randomly
starts at the k-th cycle of a slotframe containing S slots and successfully finishes at the fifth scanning step.

FIGURE 7. The possible cases that can be generated by the first three switch steps in relation to the position of the EB point.

of this case is presented in Fig. 6. Obviously, the position
of the EB point in a switch step determines in which scan
period it may be detected. Therefore, the position of the EB
point affects the probability of synchronization in this step.
Moreover, it is obvious that the appearance of the EB point
in the left part increases the probability of synchronization
in the scan period that ends in this step. At the same time,
it negatively affects the probability of synchronization in the
next scan period, a fact that shows that the probability of
synchronization depends on the position of the EB point.
Thus, in order to calculate the average synchronization time,
we must take into account all the possible cases that are
created due to the position of the EB point in each switch
step. Specifically, in the first switch step of the scan process
there are two distinct and independent cases: (a) the EB point
belongs to the left part, and (b) the EB point belongs to
the right part. In the second switch step, we must also take
into account the two cases of the left and the right part.
Generally, in a switch step two cases exist; one for the left
part and one for the right part, for each of the possible cases
of the previous switch step. In Fig. 7 we indicatively show
the cases generated by the first three switch steps. Each of
the cases of a switch step is characterized by the interval I to
which the EB point belongs. For example, one of the cases
arising from the second switch step is for I = L1 ∩ R2,
where L1 is the left part of the first switch step and R2 is

the right part of the second switch step. It is implied that a
possible case is generated only if I 6= ∅. Furthermore, when
I 6= ∅, it is obvious that I is a subset of either the left or
the right part of the switch step, which generates the case
with this I . Finally, we note that the first switch step of the
scan process is always the step where the first scan period
finishes.

Let us now assume the case where we are in the i-th scan
period in one of the possible cases of the last switch step of
the first i−1 scan periods, when the first step of the synchro-
nization process has index y. Additionally, let us assume that,
in this case, the probability that the synchronization is not
achieved in the first i − 1 scan periods is q. We also define
the symbols Is and Ilen to refer to the start point of I and to its
length respectively. To avoid possible confusion we note here
that for i = 1, that is, for the first scan period we obviously
have q = 1 and I = [0,Tsf ]. It is clear that the first step of
the scan period, that is, the step where the scan period starts,
is a switch step only if the product (i − 1)n is not an integer
number. Therefore, if we consider that B is a Boolean variable
that takes the value 1 when the first step of the i-th scan period
is a switch step and 0 otherwise, it follows that:

B(i) =

{
1 if b(i− 1)nc 6= (i− 1)n,
0 otherwise.

(15)
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Consequently, counting from the beginning of the synchro-
nization process, the first step of the scan period is given by
the following formula:

kf =

{
d(i− 1)ne if B(i) = 1,
(i− 1)n+ 1 otherwise.

(16)

The last step of the scan period, i.e., the step where the scan
period finishes, is given by the following formula:

kl = di · ne . (17)

For a step k of the scan period we have kf ≤ k ≤ kl . The
contribution of the step in the average synchronization time
depends on its position within the scan period.

For k = kf , that is, for the first step of the scan period,
we must examine whether it is a switch step. When the first
step is a switch step, the synchronization can be achieved in
the part that covers the current scan period, that is, in the right
part of the step, only if the EB point of the step is in this part.
Assuming that Rf is the right part of the step, it is obvious
that Rf = [((i− 1)n− b(i− 1)nc)Tsf ,Tsf ], and the EB point
is in the right part only if I ⊆ Rf . When the first step is not
a switch step, the scan period covers the step entirely, and,
thus, it covers the EB point of the step. In conclusion, in the
context of the scan period, the probability of finding an EB
in the first step of the scan period is given by the following
formula:

Pfirststep =

{
Pstep(kf , y) if B(i) = 0 or I ⊆ Rf ,
0 otherwise.

(18)

Therefore, the probability that the synchronization is
achieved in the first step of the scan period is:

Pfirstsync = qPfirststep . (19)

Moreover, since the EB point can be anywhere within I ,
the related contribution of this step in the average synchro-
nization time is:

Efirst = Pfirstsync

[
(kf − 1)Tsf + Is +

Ilen
2
+ Teb

]
. (20)

At this point, it is useful to mention that, for each step of
the scan period, except from the last step, that is, for kf ≤
k < kl , we can calculate the number of EB points that have
appeared from the start of the scan period until the end of the
step, by using the following equation:

M (k) =

{
k − kf + 1 if B(i) = 0 or I ⊆ Rf ,
k − kf otherwise.

(21)

For kf < k < kl , that is, for each of the intermediate steps
between the first and the last, if such steps exist, the following
apply. In the context of the scan period, the probability that an
EB is not found in the previous steps of the scan period and
it is found in the intermediate step is given by the following
formula:

Pinterstep =

(
1− PebPsr

(
X (k, y)

))bM (k)−1
C c

Pstep(k, y), (22)

and, consequently, the probability of synchronization in this
step is:

Pintersync = qPinterstep . (23)

The related contribution of an intermediate step in the aver-
age synchronization time is given by the following formula:

Einter = Pintersync

[
(k − 1)Tsf + Is +

Ilen
2
+ Teb

]
. (24)

For k = kl , that is for the last step, we must examine
whether it is a switch step. It is obvious that the last step
of the i-th scan period is a switch step if and only if the
first step of the next scan period is a switch step; that is,
if B(i + 1) = 1. In this case, the left part of the switch
step is Ll = [0, (i · n − bi · nc) Tsf ], while its right part is
Rl = [(i · n − bi · nc)Tsf ,Tsf ]. If we call Plsc the probability
that the EB point of the last step is covered by the scan period,
then:

Plsc =


|I ∩ Ll |
|I |

if B(i+ 1) = 1,

1 otherwise.
(25)

In the context of the scan period, the probability that an EB
is not found in the previous steps of the scan period but it is
found in the last step, given that the EB point of the last step
is covered by the scan period is given by:

Plaststep =

(
1− PebPsr

(
X (kl, y)

))bM (kl−1)
C c

Pstep(kl, y), (26)

and, thus, the probability of synchronization in the last step
of the scan period is given by:

Plastsync = qPlscPlaststep. (27)

The related contribution of the last step in the average
synchronization time is:

Elast =

0 if Z = ∅,

Plastsync

[
(kl−1)Tsf +Zs+

Zlen
2
+Teb

]
otherwise,

(28)

where Zs and Zlen are respectively the start point and the
length of the interval Z that contains the EB point, which is
equal to |I ∩ Ll | when B(i+ 1) = 1 and I otherwise.

The probability that the EB point of the last step is covered
by the current scan period and the synchronization is not
achieved in the first i scan periods is:

QC = qPlsc

(
1−

(
Pfirststep + P

last
step +

kl−1∑
k=kf+1

Pinterstep
))
. (29)

In order to avoid confusion, we note that, when there are no
intermediate steps, the sum

∑kl−1
k=kf+1

Pinterstep is an empty sum,
and, therefore, it is not taken into account.

VOLUME 9, 2021 69325



A. Karalis et al.: Optimal Initial Synchronization Time in Minimal 6TiSCH Configuration

The probability that the EB point of the last step is cov-
ered by the next scan period and the synchronization is not
achieved in the first i scan periods is:

QNC = q
|I ∩ Rl |
|I |

(
1−

(
Pfirststep +

kl−1∑
k=kf+1

Pinterstep
))
. (30)

In the context of the examined case, which is described
by y, q and I , the contribution of the i-th scan period in
the average synchronization time is equal to the sum of the
contributions of the first step, of the intermediate steps and
of the last step. Since the possible cases about the position
of the EB point in the last switch step of the first i − 1 scan
periods take place in different non-overlapping I intervals,
they are different to each other, and, consequently, for a given
y, the contribution of the i-th scan period in the average
synchronization time is equal to the sum of the contributions
of the scan period in each of these cases. Finally, the overall
contribution of the i-th scan period is equal to the sum of the
contributions of the scan period in each of the possible values
of y, since the cases that arise from these values are mutually
exclusive.

For the needs of the simulation and in order to calcu-
late the contribution of the i-th and the later scan periods
in the average synchronization time in the examined case,
we develop the function RecursiveCalc that is presented in
Algorithm 1. By using Eqs. (15) – (30), this function initially
calculates the contribution of the i-th scan period and, then,
it recursively calculates the contribution of the next scan
periods in each of the cases arising from the position of
the EB point. It should be noted that the recursive call of
the function stops when the parameter q tends to 0, which
means that the related contribution is essentially 0. It is also
worth noting that in the implementation of the algorithm we
consider that q tends to zero when q is less than 10−9. Starting
with i = 1, q = 1, I = [0,Tsf ], and, a specific value of
y, this function examines all the possible cases arising from
the position of the minimal cell in each switch step, and,
finally, calculates the contribution of the case of the given
value of y in the average synchronization time. Therefore,
by summing the results coming from the different values of y,
we get the average synchronization time.

Table 3 presents a synopsis of the formulas provided by
the model for the average synchronization time in each of the
three cases of n.

B. ALGORITHMIC APPROACH
An alternative way of approaching the problem of the optimal
scan period assignment is through the algorithmic represen-
tation of the initial synchronization process, which simulates
the process. We provide such a representation in Algorithm 2.
In addition to the multifaceted approach of the problem,
the goal of the presented algorithmic approach is to work
as a tool to check the validity of our model calculations.
Algorithm 2 takes as parameters the parameters presented
in Table 2 as well as the channel hopping sequence, and

Algorithm 1 Recursive Model-Based Calculation of the
Average Synchronization Time When n ∈ R>1 − N
1: TavgSync←

∑C−1
y=0

1
CRECURSIVECALC(1, 1, [0,Tsf ], y)

2: function RECURSIVECALC(q, i, I , y)
3: if I = ∅ or q→ 0 then return 0 end if
4: res← Efirst F the variable res holds the result
5: k ← kf + 1
6: while k ≤ kl − 1 do
7: res← res+ Einter
8: k ← k + 1
9: end while

10: res← res+ Elast
11: res← res+ RECURSIVECALC((QC , i+ 1,Z , y))
12: if B(i+ 1) = 1 then
13: res← res+RECURSIVECALC(QNC , i+ 1, I ∩ Rl, y)
14: end if
15: return res
16: end function

produces as a result the time that a random execution of
the initial synchronization process lasted. Initially, in line 1
of Algorithm 2, we set the start time of the process. Since
a node may start the initial synchronization process at any
time point throughout the network life, we set the start time
to a random time point. To avoid confusion, we note that,
without loss of generality, we measure the time from the
start of the network operation. For example, if the process
starts at the thirtieth second after the network start time,
then the process start time is 30s. In line 2, we calculate
the ASN of the slot where the process begins. Taking in
mind that the process may start before, after or at the EB
point, in lines 3-8 we define a variable called asn and set
this to point to the ASN of the first minimal cell after the
process start time that its EB point has not elapsed; this
is the first minimal cell that an EB can be received. For
instance, if the process start time is 30s and the slotframe
has 101 slots of 10ms, then the process starts at the slot with
ASN 3000, which is not a minimal cell, and, therefore we set
the variable asn to point to the slot of the next minimal cell,
which has an ASN of 3030. In lines 9-11, we define three
variables named lastSelectedChannel, lastSelectionTime, and
nextSelectionTime, which respectively hold the last channel
selected for scanning, the time of the selection, and the
time that the next selection will happen. Obviously, the first
selection happens at the beginning of the first scan period,
that is, at the beginning of the synchronization process. Fur-
thermore, the next channel selection happens at the end of
the current scan period. In lines 12-33, we execute a loop
that starts from the first minimal cell that we can receive
EBs and hops to the next minimal cell at each repetition.
The loop stops when an EB is successfully received. More
specifically, at each repetition of the loop, we first calculate
the time that the transmissions of the current minimal cell take
place (i.e., the time of the EB point appearance), as shown
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TABLE 3. A synopsis of the model’s formulas for the average synchronization depending on n (i.e., the scan period expressed in slotframes).

in line 13. Afterwards, in line 14, we calculate the channel
that is mapped to the current minimal cell according to the
channel hopping sequence. In line 15, we check if the last
scan period, where the last channel selection happens, covers
the EB point of the current minimal cell. If not, we repeat
in lines 16–22 the channel selection procedure for each of
the next scan periods until we reach the scan period that
covers the EB point. Otherwise, as shown in line 24, the last
selected channel is the channel of the current scan period. For
example, assuming again the case where the scan starts at the
thirtieth second and the slotframe has 101 slots of 10ms, and
if we additionally assume that Tscan = 10ms, then the first EB
point is covered by the fourth scan period, and, consequently,
the lines 16–22 run in order to skip the first three scan periods.
Finally, in lines 26-31, we check if an EB has successfully
received, which means that the synchronization completed,
and if this is true we give as a result the synchronization
time. By repeating the algorithm multiple times for the same
parameters, such as the scan period, we can estimate the
average synchronization time in relation to these parameters.
Consequently, by sampling for different scan periods, keep-
ing the rest of the parameters the same, we can evaluate the
impact of different scan periods, and, thus, we can examine
the existence of an optimal scan period.

C. THEORETICAL RESULTS
To demonstrate that the model and the algorithm provide
similar results, we compare their results for 100K random
instances for each of the three scan period cases of the
model as described in subsection IV-A. For the needs of
the comparison, we implemented the algorithm in C++,1

in order to calculate the average synchronization time for
each random instance. Using the algorithm, we collected
the synchronization time from 1M synchronization attempts.
Then, we recorded the differences between the model and the
algorithm in the average synchronization time.

In Fig. 8, we present the results of the mathematical model
as well as of the algorithm for different average values of
β (β), scan periods, and number of available channels. We
note that, since β values are real numbers, there are infinite
cases of β values providing the same β which, however, can
be distinguished by their standard deviation. For example,
assuming 4 channels called c1, c2, c3 and c4, two cases

1The code is publicly available at https://github.com/akaralis/M6SS

Algorithm 2 Algorithmic Representation of the Initial Syn-
chronization Process in the Minimal 6TiSCH Configuration
Input: C, S,Peb,Psr ,Tscan,Teb,Tslot ,TtxOffset ,CHS
Output: Tsync
1: startTime← a random time point
2: startASN ← b startTimeTslot

c

3: if startASN mod S = 0 and
4: startTime ≤ startASN Tslot + TtxOffset then
5: asn← startASN
6: else
7: asn← startASN + S − (startASN mod S)
8: end if
9: lastSelectedChannel ← a random channel
10: lastSelectionTime← startTime
11: nextSelectionTime← lastSelectionTime+ Tscan
12: while true do
13: txTime← asnTslot + TtxOffset
14: minimalCellChanel ← CHS[asn mod C]
15: if txTime ≥ nextSelectionTime then
16: repeat
17: scannedChannel ← a random channel
18: lastSelectedChannel ← scannedChannel
19: lastSelectionTime← nextSelectionTime
20: nextSelectionTime←
21: nextSelectionTime+ Tscan
22: until nextSelectionTime > txTime
23: else
24: scannedChannel ← lastSelectedChannel
25: end if
26: p← a random real number between 0 and 1
27: if minimalCellChannel = scannedChannel
28: and p < Peb Psr [minimalCellChannel] then
29: Tsync← txTime−scanStartTime+ Teb
30: break F Synchronization Completed
31: end if
32: asn← asn+ S F Go to the next minimal cell
33: end while

providing β = 0.8 are (a) β(c1) = 0.6, β(c2) = 0.9,
β(c3) = 0.8, β(c4) = 0.9, and (b) β(c1) = 0.8, β(c2) =
0.75, β(c3) = 0.75, β(c4) = 0.9. Herein, for presentation
reasons, we present the results for two different standard
deviations (SD) of β values: (a) the zero standard deviation
representing the case with the minimum variation of β values,
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FIGURE 8. Average synchronization time calculated by the model and the algorithm for 4, 8, 12 and 16 channels (C) when there are 101 slots (of 10ms)
in the slotframe, β is (a) 0.25, (b) 0.5, (c) 0.75 and (d) 1, and the standard deviation (SD) of β values is (a) the minimum (i.e., 0) and (b) the maximum.
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and (b) themaximum standard deviation representing the case
with the maximum variation of β values, that is, the case
with the maximum possible number of extreme β values (i.e.,
0 and 1). It is noted that when β = 1, all the β values are
obviously always 1. Therefore, when β = 1 the standard
deviation is always 0, and, thus, the cases of the zero and of
the maximum standard deviation are identical.

Since we follow the recommended settings of the minimal
6TiSCH configuration, we use the default timeslot template
(i.e., slots of 10ms) and the default channel hopping sequence.
Regarding the slotframe length, we use the commonly used
length of 101 slots. The confidence intervals for the algo-
rithmic results are not depicted because they are tiny and
not visible to the reader. The results show that the average
synchronization time between the model and the algorithm
differs by only 0.08% in average, while the maximum dif-
ference we recorded is 0.59%. Therefore, the results of the
comparison show that the difference between the model and
the algorithm is negligible.

Moreover, through the detailed mathematical analysis that
we conducted using the model and the algorithm, we found
that the best average synchronization time is achieved by
setting the scan period equal to C slotframes, where C is
the number of available channels. Comparing, for β < 1,
the case where the standard deviation of β values is minimum
(i.e., zero) with the case where the standard deviation is
the maximum possible we observe the following. For scan
periods less or equal to the optimal (i.e., C slotframes),
the average synchronization times are quite similar diverg-
ing at most 10%. However, for scan periods larger than the
optimal, the average synchronization time is changing in a
different way in each case. Specifically, in the case with the
zero standard deviation, we observe that the average syn-
chronization time tends to the minimum as the scan period
increases. This happens because all the channels have the
same β values, and, thus, the same quality. On the con-
trary, when the standard deviation is maximum, the average
synchronization time increases as the scan period increases;
that is, the average synchronization time tends to infinity
as the scan period tends to infinity. Obviously, this happens
because of the presence of channels with zero β values
(i.e., bad/blocked channels) the selection of which leads to
a waste of time that increases as the scan period increases.
Apparently, in this case, the worst scan period cannot be
delimited, and, therefore, we can not set an upper bound to the
maximum improvement achieved by using the optimal scan
period.

When SD = 0, the worst average synchronization time
appears when the scan period is less or equal to 1 slotframe,
while the benefit of using the optimal setting is as follows.
In the case where β = 0.25, the improvement may be up
to 9.67% when using 4 channels, 11.11% with 8 channels,
11.58% with 12 channels, and 11.81% with 16 channels.
When β = 0.5, the maximum improvement increases to
20.0% for 4 channels, 22.57% for 8 channels, 23.4% for
12 channels, and 23.81% for 16 channels. When β = 0.75,

the improvement is up to 31.01%, 34.41%, 35.47% and
36.0% for 4, 8, 12 and 16 channels respectively. Finally,
in the case where β = 1 the improvement reaches 42.81%
when there are 4 channels, 46.64% with 8 channels, 47.81%
with 12 channels, and 48.37% with 16 channels. As we
can observe, the benefit of using the optimal scan period
significantly increases as β increases. Moreover, we observe
that as the number of channels increases the benefit increases,
but the improvement is not considerable.

Using the theoretical results of the model, we compare
in Fig. 9 the performance of the optimal scan period with
the default scan periods of two famous operating systems for
6TiSCHnetworks: (a) Contiki-NG,2 and (b) OpenWSN.3 The
default scan period of Contiki-NG is 1s, while the default scan
period of OpenWSN is 1600ms. In this comparison, we vary
the slotframe size, the number of available channels, and the
value of β. For presentation results, we present the theoretical
results of the case with the zero standard deviation of β
values; the results with the maximum standard deviation are
similar. As we have already mentioned above, it is clear that
the benefit of using the optimal scan period is getting higher
with a higher value of β and with a higher number of chan-
nels. Moreover, the results reveal considerable performance
gains when the slotframe size is longer. This is explained
by the fact that the default scan periods of Contiki-NG and
OpenWSN are fixed time values; they are translated to a
different submultiple or multiple of the slotframe duration
for different slotframe durations, which in the language of
the model implies a different n for each different slotframe
duration. On the one hand, as the length of the slotframe
decreases, the default scan periods of Contiki-NG and Open-
WSN expressed in slotframes are getting larger. On the other
hand, with a longer slotframe, these default scan periods have
a lower value expressed in slotframes. Therefore, depending
on the slotframe length, these default scan periods may get
closer or get further away from the optimal scan period. Our
results show that using the optimal scan period instead of the
default scan periods of Contiki-NG and OpenWSN we can
reduce the average synchronization time up to 48.37% and
47.10% respectively.

V. TESTBED SETUP, EXPERIMENTS, & RESULTS
We also conducted a set of experiments on a real testbed.4

The purposes of doing the experiments are the following:

• To validate the theoretical results,
• To present for formal reasons an experimental compar-
ison between the optimal scan period and the default
scan periods of the operating systems Contiki-NG and
OpenWSN,

• To examine the relation between the synchronization
time and the energy consumption, and

2https://www.contiki-ng.org
3https://openwsn.atlassian.net/wiki
4The code of experiments as well as the experiments results are publicly

available at https://github.com/akaralis/contiki-ng-minimal_6tisch_sync
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FIGURE 9. Comparison between the optimal scan period and the default values of Contiki-NG and OpenWSN for different radio
channels and slotframes when the standard deviation of the β values is zero.

• To demonstrate the improvement achieved by using the
optimal scan period in terms of the energy consumption.

It is worth noting that in the context of a real environment we
cannot take very large samples in a reasonable time, since the
initial synchronization of the nodes is a very time-consuming
process. Additionally, since in a real environment Psr physi-
cally fluctuates over time, we cannot use a fixed value for β,
thus, the average value over hundreds of experiments is pre-
sented. The method of how Peb and Psr were captured is
explained later in the text.

A. EXPERIMENTAL SETUP
To examine the validity of our model, we conduct exper-
iments using 12 Zolertia Re-Mote B devices,5 which run
the Contiki-NG operating system. The nodes are randomly
positioned in a 30m2 area, co-existing with WiFi networks,
while the RPL routing protocol is run to build the topology.
We used the recommended settings of the minimal 6TiSCH
configuration as they were presented in Table 1. Apart from
the recommended number of channels (i.e., 16), we also
conducted experiments with 4, 8, and 12 channels. Regard-
ing the slotframe length and the EB period, which are not
predefined in theminimal 6TiSCH configuration, we selected
the commonly used slotframe of 101 slots (1.01s) and an EB

5https://github.com/Zolertia/Resources/wiki/RE-Mote

period of 4 slotframes (4.04 s). It should be noted that for the
scheduling of EB transmissions, we used a random schedul-
ing policy that statistically achieves an expected EB rate of 1
EB per EB period. More specifically, to achieve an expected
rate of 1 EB per EB period, the nodes send an EB in each
minimal cell repetition with a probability given by the ratio
of the slotframe duration to the EB period, which according
to the Binomial Distribution leads to the desired expected
EB rate. We must mention that by default Contiki-NG uses
a random-based scheduling, but it introduces a limited ran-
domness in the EB scheduling. In the context of the mini-
mal 6TiSCH configuration, the randomness of this solution
becomes smaller as the EB period reduces, leading to an
almost static EB scheduling. For this reason, we select to
implement an alternative fully random EB scheduling that
provides the desired average EB rate.

In our experiments, we divided the nodes into two cate-
gories (a) the advertisers, which are the already joined nodes
in the network and which can send EBs, and (b) the samplers,
whose role is to collect samples for the synchronization time
by making repeated synchronization attempts. Each synchro-
nization attempt starts at a random time and finishes when an
EB is found. We used 4 advertisers and 8 samplers. During
the experiments, the advertisers were recording their EB
transmissions. By having the EB transmissions recorded, and
since the nodes of our testbed are physical neighbors, we can
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easily calculate Peb for the entire network as well as for any
desired time interval of the experiment. The samplers were
recording the channels they scanned during each of the syn-
chronization attempts. It is obvious that, by using the recorded
information, we can find the number of cases where an EB is
transmitted in a channel scanned and – as a consequence –
the number of cases where an EB is successfully received.
In this way, we can calculate the Psr values of a specific
sample.

To compare with the model and to cover all the three
cases presented in Section IV-A, we collected samples for
a scan period from 0.5 to 20 slotframes with a size step
of 1.5 slotframes. Additionally, we took samples for the
scan period of C slotframes (C is the number of available
channels in each experiment), for the scan period of 1 second
(or approximately 0.99 slotframes), and for the scan period
of 1600ms (or approximately 1.59 slotframes). We remind
that the scan period ofC slotframes is the optimal scan period
according to the model, while the scan period of 1 second and
of 1600ms are the default scan periods of Contiki-NG and
OpenWSN respectively. To avoid confusion, we also remind
that the results of all the above cases including the default
scan period of OpenWSN were taken using the Contiki-NG
operating system according to the configuration described at
the beginning of the section. In total, we collected 6000 sam-
ples for each of the scan periods. All the experiments were
carried out within a time period of approximately 2 weeks.
The experiment parameters are summarized in Table 4.
To accurately capture the energy consumption in our exper-

iments we used the Energest module6 of Contiki-NG, which
can be used to implement a lightweight, software-based
energy estimation approach for resource-constrained IoT
devices. Energest allows to record the time that a hardware
component is on, off, or in different modes. Therefore, if we
additionally know the power consumption of the component
in each of its possible modes, which is typically given by the
manufacturer, we can estimate its energy consumption.

Using Energest we can easily keep information about
the operation time of the base component of a resource-
constrained IoT device: (a) the microcontroller (i.e., the cen-
tral processing unit – CPU), and (b) the radio. Specifically,
we can record the time that the microcontroller is on, the time
that is in low power mode, and the time that is in deep low
power mode. Regarding the radio, we can record the time
that the radio is in transmit mode as well as the time that the
radio is in receive mode. Assuming the use of only the base
components, as in the case of our experiment, we can cal-
culate the total energy consumption by summing the energy
consumption of the microcontroller and of the radio.

Based on the manufacturer specifications7 of the devices,
we know that their microcontrollers consume 20mA when
they are active and 1.3µA in the low powermode, while, as we

6https://github.com/contiki-ng/contiki-ng/wiki/Documentation:-Energest
7https://github.com/Zolertia/Resources/raw/master/RE-

Mote/Hardware/Revision%20B/Datasheets/ZOL-RM0x-B%20-%20RE-
Mote%20revision%20B%20Datasheet%20v.1.0.0.pdf

TABLE 4. Testbed experiments parameters.

also confirmed through our experiments, they never shift to
a deep low power mode. Additionally, the radio consumes
20mA (peak) at the receive mode. Consequently, the formula
that we used to calculate the energy consumed by a sampler
during the initial synchronization process is given by:

Etotal= (0.02 · T activecpu + 1.3 · 10−6 · T lpmcpu + 0.02 · Tsync) · V ,

where T activecpu is the time in seconds that the microcontroller

was active, T lpmcpu is the time in seconds that the microcon-
troller was in low power mode, Tsync is the synchronization
time in seconds which is obviously the time the node had its
radio in listening (receive) mode, and V is the voltage in volts
of the battery feeding the devices, which is equal to 3.7V.

B. EXPERIMENTAL RESULTS
In Table 5, we compare the results of the experiments with
those of the model when the recommended number of chan-
nels is used. We present the average synchronization time
as well as the difference between the testbed and the model
values. It is observed that the results of the experiments are
very close to the theoretical results. We should note that the
similarity between the model and the testbed results have
been also verified using 4, 8 and 12 channels. Since the per-
formance trend is identical for all channel numbers, we only
present experimental results using 16 channels.

In Fig. 10 we compare the results taken from our experi-
ments (a) by forcing the nodes to use the optimal scan period
according to the model (Model Optimal), (b) the default
scan period of Contiki-NG (Contiki Default), (c) the default
scan period of OpenWSN (OpenWSN Default), and (d) the
experiment optimal scan period (Experiment Optimal), that
is, the scan period that gives the best average synchronization
time among a large set of scan periods (0.5–20 slotframes).
For completeness, we also present the corresponding β and
the standard deviation of the β values captured in each
case. As we can observe, the difference between the Model
Optimal and the Experiment Optimal is negligible. A very
small difference that is observed in some scenarios (e.g.,
when C = 8) is justified by the slightly different β value.
Compared to the default scan periods of Contiki-NG and
OpenWSN, the model optimal scan period gives much better
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TABLE 5. Comparison between the theoretical and the experimental
results for 16 channels. The scan period (Tscan) is expressed in slotframes
(sf ).

FIGURE 10. Comparison of the average synchronization time recorded in
the experiments for the Model Optimal scan period, with the Experiment
Optimal average synchronization time, and with the average
synchronization times taken for the default scan periods of Contiki-NG
and OpenWSN. The 95% confidence intervals are presented. The values in
the top bar chart is the β recorded in each case.

average synchronization times, even when the latter has a
lower β.

Besides the synchronization time, we also capture the
related energy consumption due to the synchronization.
To accurately capture the energy consumption we used the
Energest module of Contiki-NG. The results are illustrated
in Fig. 11. Our results show a practically linear relation
between the average synchronization time and the related
average energy consumption. This is explained by the fact
that in the initial synchronization process, the average energy
consumption of the microcontroller was a very small per-
centage of the total average energy consumption, and more
specifically close to 2.5%. Since there exists an almost lin-
ear relation between the average synchronization time and

FIGURE 11. Correlation of the average synchronization time with the
average energy consumption. The 95% confidence intervals are
presented.

the related average energy consumption, we can conclude
that a reduction in the average synchronization time leads
to an almost proportional reduction in the average energy
consumption. Consequently, the optimal and the worst scan
periods from the perspective of the synchronization time are
also the optimal and the worst scan periods in terms of the
energy consumption respectively. It is also obvious that by
knowing the average synchronization time, we can satis-
factorily estimate the related average energy consumption.
Furthermore, since the use of the optimal scan period can
lead to an up to 48.37% lower average synchronization time,
it can also lead to an almost the same maximum percentage
reduction in the average energy consumption.

Although our results show that using the optimal scan
period we can achieve a significant reduction in the aver-
age energy consumed during the initial synchronization,
we should examine how important is this reduction compared
to the total energy consumed throughout the lifecycle of a
node. However, the lifecycle of a node depends on its duty
cycle and on the available energy sources (e.g., battery, solar
panel). Herein, wemake an analysis using as a reference point
for the lifecycle of a node the battery provided for our devices
by their manufacturer. This battery has a capacity of 600mAh
and operates at 3.7V.

Based on this assumption and assuming, for presentation
reasons, a zero standard deviation of β values, we compare
in Fig. 12 the energy consumption of a single initial synchro-
nization when (a) the optimal, and (b) the worst scan period
are used for the cases where β is equal to 0.25, 0.5, 0.75 and 1,
and for 4,8,12, and 16 channels in cases where the slotframe
size is 11, 41, 71, 101. The presented energy consumption is
an estimation based on the average synchronization time as it
is provided by the model and the power consumption of the
radio of our devices when they are in listen mode. The results
show that the percentage of the average energy consumption
of a single synchronization in relation to the total energy
may reach up to 0.06% approximately. Additionally, using
the optimal scan period we can approximately achieve an up
to 0.007% reduction in terms of the total energy consumption
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FIGURE 12. Comparison between the worst and the optimal scan period in terms of the percentage of the total energy consumed
during an initial synchronization for different radio channels, slotframes, and β, when the standard deviation of β values is zero.

of a node. Therefore, it is clear that from the perspective of
the total energy consumption of a node, the impact of the
energy consumption of a single initial synchronization as well
as the benefit of using the optimal scan period are negligible.
However, we should mention that a node may make multiple
(re)join attempts during its life-cycle. For example, this inten-
sively happens in the case of a mobile node that voluntarily
or involuntarily connects and disconnects from the network
as it moves away or approaches the network respectively.
Moreover, the nodes may be powered by capacitors whose
energy is limited and regularly replenished by a renewable
energy resource. In such cases, the impact of the initial syn-
chronization as well as the benefit of using the optimal scan
period in terms of energy may be significant.

VI. CONCLUSION & FUTURE WORK
In this paper, we dealt with the problem of the initial synchro-
nization of the nodes in the context of the minimal 6TiSCH
configuration. More specifically, we examined the impact
of the scan period on the synchronization time and on the
related energy consumption. As far as we know, this study
is the first that examines the impact of the scan period on
the initial synchronization procedure of IEEE802.15.4-TSCH
networks. We presented a thorough mathematical analysis
as well as an algorithmic approach and experimental results
and we observed that by setting the scan period to C slot-

frames, where C is the number of available channels, we get
the best average synchronization time. We also achieved
an up to 48.37% and 47.1% improvement in the average
synchronization time and an almost proportional reduction
in the related energy consumption compared to the default
scan periods of Contiki-NG and OpenWSN, respectively.
It is worth noting that, regarding the 6TiSCH applications
where the nodes do not know the number of channels and
the slotframe duration apriori, they can calculate the optimal
scan period after the initial synchronization, and, therefore,
we enable a node to speed up its rejoin attempts even if it
does not know the number of channels and the slotframe
duration at boot time. As part of our future work, we intend
to investigate the optimal scan period in the context of
the minimal 6TiSCH configuration when a channel black-
listing mechanism is used. Moreover, we intend to assess
the optimal synchronization time in the presence of jam-
ming attacks.
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