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ABSTRACT Binaural hearing is the ability of the human auditory system to integrate information received
from both ears simultaneously. Binaural hearing is fundamental in understanding speech in noisy back-
grounds. Any disfunction in one or both ears could cause a disruption in the processing mechanism. Auditory
evoked potentials (AEPs) are electrical potentials evoked by externally presented auditory stimuli from
any part of the auditory system. A non-invasive technology, electroencephalography (EEG) is used for the
monitoring of AEPs. The research aims to identify the best suited electrode positions through correlation
analysis and analyse the AEP signals from the selected electrodes in order to detect binaural sensitivity
of the human brain. The study evaluates the time-averaged EEG responses of normal hearing subjects to
auditory stimuli. The stimuli used for the study are 500 Hz Blackman windowed pure tones, presented in
either homophasic (the same phase in both ears) or antiphasic (180-degree phase difference between the two
ears) conditions. The study focuses on understanding the effect of phase reversal of auditory stimuli, an under
interaural time difference (ITD) cue, on themiddle latency response (MLR) region of the AEPs. A correlation
analysis was carried out between the eight different locations and as a result, Cz and Pz electrode positions
were selected as the best suited positions for further analysis. The selected electrode signals were further
processed in the time domain and frequency domain analysis. In the time domain analysis, it was found that
Cz electrode for eight subjects out of nine and Pz electrode for seven subjects out of nine, had the larger area
under signal curve obtained in the antiphasic condition than in the homophasic signals. Frequency domain
analysis showed that the frequency bands 20 to 25Hz and 25 to 30Hz had the most energy when elicited
by antiphasic stimuli than by homophasic stimuli. The findings of this study can be further utilised for the
detection of binaural processing in a human brain.

INDEX TERMS Auditory evoked potential (AEP), electroencephalogram (EEG), correlation, homophasic,
antiphasic, time domain analysis, frequency domain analysis.

I. BACKGROUND
The paired ears can work together for sensing the sound from
the outside world with the presence of background noise. The
process by which humans can hear and interpret sound with
two ears is referred to as binaural hearing. Binaural hearing
is the ability of the human auditory system to integrate infor-
mation received from both ears simultaneously [1]. With bin-
aural hearing, people can perceive where a sound is coming
from (sound localization) and choose to focus on one sound
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even when other background noises are present (sound segre-
gation) [2], [3]. Binaural hearing is essential for understand-
ing speech in noisy backgrounds, commonly referred to as
‘the cocktail party effect’ [4]–[6]. According to prior research
on hearing loss among children, it is noted that any untreated
binaural hearing impairments can impede the child’s develop-
ment, in particular verbal cognition skills [7], [8]. People can
also suffer from binaural hearing disorders and other hearing
impediments in adulthood. Studies have been carried out to
understand the relationship of age and hearing problems by
performing comparisons between people with normal hearing
and people with unilateral or bilateral hearing loss. Most of
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the research indicates that hearing disorders increase with age
and that they can affect the quality of life and limit further
cognitive development. [9]–[11].

The auditory cortex plays a significant role in hearing.
It is a part of the auditory system, which is responsible
for performing different functions of hearing [12], [13].
The signals generated from the brain in response to vari-
ous events can be analysed to study the human processing
system. Initial auditory processing occurs in the brainstem
and the mesencephalon (midbrain) where responses such as
auditory reflexes are co-ordinated, while subsequent stages
of processing occur in the auditory cortex of the temporal
lobe [14]. Auditory signal processing in the brain can be
studied by analysing auditory cortex signals in detail. Event
Related Potentials (ERPs) are defined as the brain electrical
activity that is triggered by the occurrence of events or stim-
uli [15]–[17]. Steady State ERPs are evoked continuously
during the delivery of the stimulus. They are phase-locked
to that stimulus. A non-invasive method of recording such
type of electrical potentials could be very useful in detecting
abnormalities in sensory pathways and brain disorders related
to language and speech [18], [19]. ERPs can be produced
from amultitude of sources and represent neural activity from
sensory, cognitive or motor events. They form a sequence of
deflections or waves, each characterized by different features,
of which the latency and amplitude are key factors [20]–[22].

Most of the existing hearing screening methods are
unlikely to detect a binaural hearing disorder in isolation.
One of the possible methods that can be used in the detection
of binaural processing is by analysing brain signals is Elec-
troencephalography (EEG) [23]. This technique measures the
scalp potentials at the delivery of auditory stimuli in order to
diagnose hearing disorders [24]. The EEG method removes
reliance on participant literacy and communication skills and
is easier for the participant to perform than the standard
psychoacoustic tests, making it highly suitable for children.
The EEG can be more difficult to collect than traditional
hearing assessments, however if correct stimulus parameters,
recording standards and processing techniques are used, this
method is both suitable and feasible for binaural sensitivity
assessment. The electrical potential generated by large pop-
ulations of active neurons is recordable on the scalp surface
during the EEG measurements. However, the recorded sig-
nals are very small in amplitude (ranging from nanovolts to a
few microvolts). EEG is a useful technique for clinicians and
researchers and is also of utmost importance for testing hear-
ing in cases where a behavioural audiometric assessment is
impractical (for example infant hearing screening) [25], [26].
Auditory evoked potentials (AEPs) are recorded from the
scalp of the subjects. The wave morphology of the transient
wave EPs depend on the strength and type of the stimulus
applied, the position on the scalp of the electrode and the
response of the subject [27]. The individual evoked potentials
have low amplitudes, ranging from 0.5 µV to 10 µV. Since
the amplitude of an EP is small compared to the amplitude
of spontaneous neural activity, it is difficult to observe an

EP in an EEG recording. The target signal (the EP) must be
extracted from the "noise" of other spontaneous neural activ-
ity [28]. The most commonly used method for EP extraction
from other noise signals is the technique of averaging. Since
the spontaneous neural activity can be considered as a random
process of positive and negative values, the averaging of these
values over time will result in near zero values. In order to
eliminate the relative noise inmeasurements, repeated evoked
potential sweeps are averaged [29], [30]. Usually, the poten-
tials are measured as the potential difference with a reference
electrode. In order to avoid introducing more noise into an
AEP signal where the signal to noise ratio (SNR) is naturally
low; the generated output requires amplification of at least a
factor 10,000 [18]. The configurations used for the electrode
placement and the number of electrodes to be placed on the
scalp both vary depending on the type of application. The
standard configuration is the international 10-20 electrode
placement system which prescribes the proportional dis-
tance between electrodes relative to the participant’s
head [31], [32].

While selecting the EEG electrodes for the ERP sig-
nal analysis, it is necessary to understand the relationship
between signals from electrodes at different locations [33].
The human brain is a very complex structure which consists
of numerous neurons that communicate [34]. Recently an
area of research is the investigation of the functional connec-
tivity between and within the different regions of the brain in
response to different stimuli [33], [35]–[37]. In this research,
the connectivity of the different areas of the brain is investi-
gated by analysing the multichannel EEG data acquired for
the study of AEPs related to binaural processing. Several
studies related to the connectivity of brain regions were found
in the literature [37]–[41]. However, few researchers have
demonstrated the dependency of electrode locations for the
detection of Event Related Potentials [42]. Bonita et al [43]
stated that various features and characteristics of EEG data
are the indicators of the distinct brain activities occurring
in different brain regions. The correlation analysis on the
EEG signals from various parts of the brain obtained through
different electrodes mainly indicates that a high correlation
between the signals shows a high interdependency which,
in turn, relates to similar brain activity [44]. Some researchers
found that while brain activity within local regions might be
dependent, there were non-dependency between the global
non-identical regions [45]. A correlation analysis of the EEG
signals acquired for the AEP study is done to determine what
relationships exist between ERP signals from electrodes on
different regions of the scalp, and to investigate whether this
could provide any further information in the study of binaural
hearing in human brain [36].

Considering the brain anatomy, distinct functions are car-
ried out by the different brain areas. Figure 1 depicts the
brain lobes. The frontal lobe mainly stands for the inten-
tional and motivational centres and is close to sources of
emotional impulses [46]. The sensory andmotor functions are
dealt with by different cortical locations, of which Cz is the

VOLUME 9, 2021 66283



E. Ignatious et al.: Study of Correlation Between EEG Electrodes

FIGURE 1. Lobes of the brain - Anatomy.

centre [36], [47]. The parietal lobe and nearby areas con-
tribute to the differentiation and perception functions [13].
The temporal and occipital lobes correspond to the emotional
processing, memory functions and primary visual actions
respectively [36].

Since the ERP signals from the brain are time locked
spontaneous events corresponding to sensory, motor or cog-
nitive stimuli, they can be analysed in the time domain,
the frequency domain or a combination of both for bet-
ter understanding. Auditory Evoked Potentials (AEPs) are
commonly analysed by averaging in the time domain. The
waveform of the averaged scalp is commonly used in
research. D J Strauss et al [48] have concluded that ABR
time-scale representations are suitable for analysing bin-
aural interaction in human brain. In addition, the spec-
tral power and entropy features have been extracted from
the recorded AEPs and used for the classification of con-
ductive and sensorineural hearing loss [49]. This study
also provided insight in the feasibility of fewer electrode
channels to detect different hearing loss using a feature
band-score index. A Kumar et al [50] combined differ-
ent time-domain and frequency domain parameters to iden-
tify the best way to distinguish the awake state from the
anaesthetized state. The amplitudes and latencies of the
MLR signal peaks were used in their study. In a study by
SAHillyard et al [51], peak amplitudes and latencies of AEPs
were analysed for subjects who either selectively listened
to the stimuli in one ear or ignored them. They found a
potential significant difference in the amplitudes between
the conditions. Similarly, gender based differences in all
the latencies and the inter peak latency of the BAEP were
studied for a healthy elderly population [52]. The conclusion
was that the gender-based difference in the AEP were not
statistically significant. In addition to time domain analysis,
the relative wavelet energies in specific frequency bands
of AEPs have also been studied. It was observed that the
continuous time wavelet entropy (CTWE) can be used as an
alternative method to analyse AEPS [53]. Frequency domain
analysis for the AEPs are also described in literature. Spectral
analysis to identify the prominent frequencies present in an
AEP helps the researcher to get insight in the characteristics
of the responses of subjects under study and helps in selecting
the best filter bands. Analysis of AEP signals with FFT to
investigate hearing ability was done by M Paulraj et al. [54].
Features extracted with FFT were used for artificial
intelligence algorithms. R A Dobie et al [55], presented

a coherence analysis for the evoked potentials generated in
response to clicks and tones, as an alternative to common
spectral analysis in the frequency domain. In different stud-
ies [56]–[58], frequency domain analysis of the AEPs was
carried out in order to identify the detectable features and
characteristics relevant to the stimuli provided. There is a
wide range of literature related to the Audiometric EEG.
There is a lack of relevant literature, however, regarding
binaural hearing testing stimuli for the Audiometric EEG.
This indicates that an avenue for future studies is available
and a contribution to the existing body of knowledge can be
made.

Our work aims to understand the effect on AEPs while
presenting the stimuli in homophasic and antiphasic condi-
tions, which may be an indicative for binaural sensitivity.
However, for the ERP measurements, the requirement to use
a large number of electrodes is not essential. To be fast and
affordable in a clinical setting, the drawback of using a large
number of electrodes [59], [60] might make the entire system
inefficient in terms of cost and time. The purpose of this
study is to analyse which EEG electrodes are most useful in
order to obtain high-quality information related the auditory
processing. The optimal selection of electrode locations for
the ERP data acquisition depends on the different functions
of the brain lobes.

In this study, we try to find the best-suited electrode
locations by investigating the connectivity of EEG signals
recorded from different electrode positions in multichannel
EEG measurements. This is investigated by the correlation
analysis technique [42]. The signals from the selected elec-
trode positions were then analysed to detect binaural sensi-
tivity in the brain from the AEP waves corresponding to the
application of homophasic and antiphasic stimuli [61]. The
study involves the use of active electrode cap which signifi-
cantly reduces the electrode montage and subject preparation
time [62]. Besides, the active electrode increases the SNR and
reduces the influence from unwanted noise in the EEG data
acquisition including the eye movements, active and passive
head movements, cable movement artefacts etc [62], [63].

II. METHODOLOGY
The study was carried out at Charles Darwin Univer-
sity, Australia. The experimental protocols as explained in
H18014 – Detecting Binaural Processing in the Audiometric
EEG were approved by the Humans Ethics Committee of the
University. A written consent that indicates the willingness of
volunteer to take part in the different hearing test including
the EEG measurement were collected before the conduction
of the experiment. A plain language statement (PLS) with
the details of the study is also explained for the overview of
the experiment process and a questionnaire was completed by
each subject to ensure a healthy otological history.

A. EXPERIMENTAL FLOW
The experiments were conducted in a sound-proof room in
order to minimise background noise [64]. The participants
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FIGURE 2. Experimental Flow.

were instructed to sit and relax for five minutes before the
beginning of the test. Figure 2 depicts the sequence from the
start of the experiment till the analysis of the data. As per
the protocol of approved ethics, a Plain Language State-
ment (PLS) was read to the participants before the start of
every test to ensure that they were aware of the details of the
measurement procedure and any risks involved and partici-
pant need to sign a consent form. The volunteers were then
given a questionnaire to obtain their otological history. Next
a hearing threshold test was performed [65]. The responses
to the questionnaire and the results of the hearing test were
analysed immediately to screen out ineligible participants.
Once the suitable subjects were selected after screening, they
were prepared for the auditory EEG test [66]. The subject
preparation includes the application of the gel, the placement
of the EEG cap with electrodes at the points of interest
according to the international 10-20 system [67], and the
placement of earphones. All the hardware and software were
then connected properly. Care was taken to avoid artefacts
that can affect the reliability of the test. After ensuring the

subject was not experiencing any discomfort, the stimuli were
delivered to the earphones and the EEG data were acquired.
The recorded data were stored. Data processing and analysis
of the captured EEG data was carried out afterwards.

B. EXPERIMENTAL SETUP AND HARDWARE
Figure 3 illustrates the set up used for EEG data acquisition.
The experimental set up utilizes two separate computers,
one for the delivery of the stimulus and the other to capture
the EEG data. In EEG data acquisition, the auditory stimuli
are presented to the ER.2 insert earphones via an external
sound card (Creative Sound Blaster Omni Surround 5.1).
The ER.2 research earphones used for the audio stimulus
delivery were calibrated at 60dB Sound Pressure Level (SPL)
before the start of every hearing test. This ensures that the
volume of the stimuli transferred to the subject’s earphone is
correct. ER.2 earphones are selected for the study minimise
electromagnetic coupling issues [68]. The stimuli along with
the trigger pulses were sent to the bio amplifier, ‘g.USBAMP’
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FIGURE 3. Data Acquisition System.

through specially designed audio cables (to achieve the input
voltage requirements of the amplifier). The trigger signal is
synchronised with the audio stimulus to aid in epoch detec-
tion. More specifically, the trigger signal identifies the actual
point in time each stimulus is delivered which is then used to
extract the correct AEP data. TheG.TecUSB biosignal ampli-
fier (Guger Technologies OG, Austria) has been used. It has a
sampling rate of 19.2 kHz. The amplifier has four individual
blocks with four separate channels each. All four blocks have
a ground as well as a reference input to assist in the elim-
ination of interference from other channels. The amplifier
can record 16 channels simultaneously with a 24-bit reso-
lution. G.Tec g.GAMMASYS active electrode system was
used for the multichannel EEG audiometric data recording
from eight different locations. This enables the connection of
active EEG electrodes from the G.Tec g.GAMMAcap on the
head of the subject to the G.Tec USB biosignal amplifier via
the G.Tec g.GAMMAbox. The active electrode cap system
makes subject preparation easier and reduces the sensitivity to
different artefacts due to the inbuilt preamplifier of 1-10 gain
which ensures more reliable data recording [62]. The EEG
data acquired from the captured PC2 were then processed and
analysed.

C. PARTICIPANTS
Nine normal hearing subjects (five males and four females)
with a mean age of 26 years were selected in the initial
study.

A pure tone audiometry hearing test was carried out to
detect the hearing threshold levels of participants at differ-
ent frequencies in accordance with the relevant Australian
Standards and determine whether these were acceptable. The
Australian Standards for the hearing tests include:

FIGURE 4. Sample audiogram.

â AS/NZS 1269.4:2014 – Electroacoustics Audiological
Equipment (Part 1: Pure-Tone Audiometers).

â AS IEC 60645-1:2000 – Occupational Noise Manage-
ment (Part 4: Auditory Assessment).

The Digital Audiometer Professional (DAP) software was
used for the pure tone audiometry hearing test. A series of
pure tones were presented to the subject through insert (air
conduction) earphones, first to the left ear, then to the right.
The subject had to press the ‘SPACE’ bar as soon as they
heard the sound. This test takes about 5-10 minutes per ear.
The DAP software can test the frequency range between 0 and
22,000 Hz with an amplitude range of −20 dB to 100 dB
for each frequency. The conventional range of frequencies
for audiometric testing is 500 Hz to 8 kHz. However, this
research tested the frequency range from 125 Hz to 8 kHz
as this may be relevant for binaural hearing. The background
noise level was maintained at 25 dB, the acceptable level for
audiometric testing [64]. Figures 4 and 5 show two randomly
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FIGURE 5. Sample audiogram.

FIGURE 6. Subject with electrodes for data acquisition.

selected sample audiograms for the subjects who underwent
the hearing test. The blue and red colour in audiogram rep-
resent the left and right ear responses respectively. All the
selected subjects had normal audiograms with the threshold
value of 20dB hearing level (HL) for the frequency range
125Hz to 8KHz.

D. SUBJECT PREPARATION
The subject preparation process includes the fitting of the
electrodes and the electrode cap, verbal instructions regarding
experiment conduction and side effects, as well as lowering of
the electrode impedance and artefact prevention. Participants
were asked to sit relaxed in a soundproof laboratory and were
fitted with an appropriate head cap according to their head
measurements. The g.GAMMA cap used for the experiment
enables the placement of scalp electrodes, as per the interna-
tional 10-20 system. The use of active electrodes significantly
improves the signal to noise ratio (SNR), even without the
abrasive impedance minimization and additional cleaning of

FIGURE 7. Graphical representation of the arrangements of electrodes for
EEG measurement.

the skin. This reduces the duration of subject preparation [69].
The active electrodes minimize the artefacts caused by move-
ments and electromagnetic interference. Figure 6 depicts the
set up with a subject for data acquisition.

E. ELECTRODE PLACEMENT
In this study the brain regions were divided into five areas
for the correlation information: the central front (CF), central
cortical (CC), central back (CB), right parietal (RP) and left
parietal (LP) regions. The electrode sites chosen for the AEP
recording with in these areas under study are in Table 1
[37], [70]. Figure 7 depicts the arrangement of electrodes
and their regions for the EEG reading. For these mea-
surements, the reference electrode was placed on the left
earlobe and the ground electrode was placed in the lower
position (FPz according to 10-20 electrode placement) on the
forehead [71], [72].

TABLE 1. Regions and corresponding channels used in the EEG
measurement.

The selection of these eight different electrode positions for
the EEG measurement has taken into consideration the infor-
mation obtained from the literature describing the location-
related functionalities of the brain [73], [74]. Different areas
of the brain have different functions. The CF area contains
the electrode positions Fz and FCz located near intentional
and motivational centres. The CC area which includes the
cortex Cz location deals with sensory and motor functions.
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Besides to follow the method prescribed in [60] for maintain-
ing symmetry, the electrode position Pz was selected for the
CB area. Pz will be symmetrically opposite to that of Fz in
the CF area. Similarly, symmetrical electrode positions were
chosen on both the left and the right hemispheres, P4 and
P8 in the RP region and P3 and P7 in the LP region [75].
This will remove the bias for a single hemisphere, which was
indicated as a serious problem in several studies [76], [77].
Locations P3, P4, Pz, P7 and P8 relate to perception and
differentiation functions. The locations Fz, FCz, Cz and Pz
electrode positions are in the midline of the brain.

Among these, the midline electrode positions Fz,
the frontal lobe, Cz, the central region, and Pz, the parietal
lobe, have been used for different AEP studies to provide
an insight to select the electrode locations with respect to
the previous studies. A cortical AEP study was conducted
by considering the Fz and Cz locations which are common
and where the maximal amplitudes for AEP components are
achieved [78]. A recent study, recording EEG from non-
human primates, proposes a new head holding system design
with the positions comparable to human electrode placements
for auditory stimuli which corresponds to the electrode selec-
tion of the current research [79]. B I Turetsky et al [80] devel-
oped a model to relate the reliability of AEP wave form to
signal power, noise power, SNR using the Fz, Cz, and Pz elec-
trode sites. These sites were also used byW T Roth et al [81]
who designed for the parameters of temporal recovery of
human AEPs. A number of other researchers used the same
locations. The effects of ethanol and meperidine on AEPs
to stimuli having different intensities [82] and the effect of
contralateral masking on cortical AEPs at different masking
intensities [83] were also investigated using Fz, Cz and Pz
electrode locations as the major sites [82].

The majority of studies with auditory stimuli for analysing
the binaural interactions in the human brain focus on the
early auditory response generated from the auditory nerve,
the cochlear nucleus, lemniscus lateralis and the inferiror
colliculus [18], [84]. The cortical response to auditory stimuli
has also been studied but there is scope for more studies
regarding auditory responses generated from the cortex to
binaural stimuli. As explained, the regions and the corre-
sponding electrode sites considered most suitable for acquir-
ing an AEP response to these stimuli were included for
improving our understanding of binaural interactions in the
human brain.

F. AUDITORY STIMULI
The stimuli used in the study were Blackmann windowed
pure tones with a frequency of 500Hz. Blackman windowing
ensures a smooth acoustic transition between the silence and
the start or the end of the stimulus and reduces spectral
splatter of the signal [18]. The stimulus was 218 ms in dura-
tion, generated in MATLAB R2017b with the signal time
of 18 ms, a silence time of 200 ms and was sampled at
19.2KHz. The generated stimuli are illustrated in Figure 8.
The stimuli were presented in a predefined sequence.

FIGURE 8. Auditory Stimuli.

The stimuli were presented in blocks of 10 antiphasic
stimuli followed by 10 homophasic stimuli. Thus, a total
of 1000 trials was carried out, resulting in generation of
500 antiphasic and 500 homophasic ERPs. The total time
for 1000 trials was 3.37 minutes. According to literature
[85]–[87], on average healthy adults have an attention span in
the range of 10 to 20minutes. Hence the risk of the occurrence
of hearing fatigue and adaptation during the test period is
limited by the relatively short total time for the experimental
trial. Subjects were asked to relax before the experiment in
order to ensure quality data acquisition. The stimuli were
delivered to the earphones at 60 dB sound pressure level. The
stimuli were developed using a pure tone sinusoidal signal
and its opposite Spi signal. The equation for generating the
Spi and So signals were as follows: -

So = (1 ∗ sin(2 ∗ pi ∗ f ∗ T)). ∗ blackman(length(T))′;
Spi = −((1 ∗ sin(2 ∗ pi ∗ f ∗ T)). ∗ blackman(length(T))′);

where f is the frequency and T is the Time_vector.

III. ANALYSIS
A. SIGNAL PROCESSING AND ANALYSIS
After the data acquisition process was completed, the data
processing and analysis were carried out offline. Figure 9
illustrates the workflow followed for data processing and
analysis. The data were imported as an array into MATLAB.
This contained the data of the captured EEG channels,
the trigger channels and the stimulus channels. Further pro-
cessing of signals was carried out in MATLAB R2017b using
the EEGLAB v2019.1 toolbox. The sampling rate for EEG
data acquisition is 19.2 kHz and produces a Nyquist fre-
quency at over 8 kHz which is much higher than required for
analysing the frequency ranges in the human AEP. So, in the
pre-processing stage, the EEG data were down sampled to
2048 Hz [88] using the EEGLAB function ‘pop_resample’
which in turn uses the MATLAB ‘resample’ function.
This provides a Nyquist frequency of 1024 Hz which is
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FIGURE 9. Data Processing and Analysis.

still considerably higher than the frequency of interest.
The process of down sampling ensures that the filtering pro-
cess in the pre-processing stage is computationally efficient
as well as improving the ability of roll-off of the filters
[62], [89]. The next step in data pre-processing was to extract
the accurate trigger times by removing the triggers before 1s

and by checking whether 1000 triggers were found in total.
The detection of the triggers was done by checking the
time between two triggers (it should be TRIAL_DURATION
(0.218s) and if a lesser time delay was found, the correspond-
ing trigger was rejected. The trigger channel data captured
by the amplifier were used for the synchronized averaging
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FIGURE 10. Trigger detection process.

process. As in Figure 10, the actual triggers were detected by
analysing the right stimuli (Stim-R) and left stimuli (Stim-L)
together with the trigger timing. In figure 10, it is clearly
seen the triggers at the start of each stimulus were detected
accurately and incorrect triggers were eliminated.

Once the triggers were detected, artefacts and noise were
removed to obtain clear evoked responses for further process-
ing and analysis. A high pass filter with a cut-off frequency
1Hz was then applied to the data to attenuate slow drift noise
and DC components from the signal [90], [91]. The filtering
process will clean the data for better AEP analysis.

The next stage of data processing involves the epoch
generation. Using the valid trigger signal and the phase of
the stimuli in both left and right channels, the responses to
homophasic and antiphasic signals were located. The evoked
potentials were then analysed in epochs (pre-defined short
duration of time of interest) [84], [92]. The start and dura-
tion of the epoch were determined using the trigger signal
which was delivered synchronously with the stimulus and
the duration of the signal and the silence between the sig-
nals [93]. For this study, the epoch used is the signal from
20ms to 218ms after the trigger signal which includes the
entire Middle Latency Response (MLR) to the given stimuli.
A baseline correction was done by subtracting the mean value
for each trial. Epochs with significant artefacts were excluded
by rejecting epochs that had an absolute amplitude of 150µV
or more [94], [95]. The remaining epochs were averaged for
the best reflection of the shape of AEP wave, maximum noise
reduction and improved Signal to Noise Ratio (SNR) [96].

The data pre-processing, including the epoch averaging,
was carried out separately for each of the eight electrode
locations. Once the pre-processing stage had been completed,
the averaged AEP signals were further analysed. The analysis
of the AEP data mainly focused on binaural processing in the
brain. A correlation analysis was carried out to find the best
electrode positions for the AEP data acquisition. Once the

electrode positions were selected, the signals were further
analysed in both the time and the frequency domain to investi-
gate the response to homophasic and antiphasic signals which
can be indicative of binaural processing of the brain.

B. OPTIMAL CHANNEL SELECTION WITH
CORRELATION ANALYSIS
A correlation analysis was carried out to determine the best
electrode positions for the analysis of AEPs. As shown
in Figure 7, different regions of the brain were selected, and
the corresponding EEG channels were used for correlation
analysis. During the correlation analysis, the relation for
electrode positions in the different regions of the brain from
the ERP signals was analysed using the Pearson correlation
coefficient. The Pearson correlation coefficient of two ran-
dom variables is a measure of their linear dependence. If each
variable has N scalar observations, the correlation coefficient
is as follows:

ρ (A,B) =
1

(N − 1)

N∑
i=1

(
Ai − µA
σA

)(
Bi − µB
σB

)
(1)

where A and B are the two variables corresponding to the two
electrode positions under analysis. The µA and σA values are
the mean and the standard deviation of A and the µB and σB
are the mean and standard deviation of B respectively. Using
the coefficients, correlation plots were obtained for both the
homophasic and antiphasic data. Figure 11 and 12 depict the
correlation plots for a representative subject for homophasic
and antiphasic stimuli. The aim of the correlation study was
to identify best electrode position for audiometric EEG mea-
surements. It can be seen that the intercorrelational maps for
homophasic and antiphasic stimuli for the selected subject are
same.

Once the initial correlation coefficients were determined
for individual electrode positions the correlation between
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FIGURE 11. Correlation between channels for a representative subject is shown for the Homophasic stimulus.

FIGURE 12. Correlation between channels for a representative subject is shown for Antiphase stimulus.

the different regions was carried out. Afterwards, the aver-
age cross-correlations for specific regions were found.
For instance, the central front region was analysed for the
connectivity with the right parietal, left parietal, central
back and central cortical regions. Similarly, the connectivity
of the right parietal, left parietal, central back and central
cortical regions with each other were also analysed and
plotted. To perform the average cross-correlation analysis,
the mean values of the individual electrode’s coefficients
were used with respect to the area under analysis. A rank
table of the obtained results was generated by counting the

number of more correlated regions and the best electrode
regions for the study of binaural processing were determined.
The P-value was calculated to determine whether the results
are statistically significant [42], [97]. The colour yellow
stands for highly correlated regions in the correlation maps
shown in Figure 11 and 12. As the colour indication turns
from yellow to blue, the correlation decreases. For example,
from figure 11, we can see that Pz, Fz, Cz and FCz have a
strong correlation to each other, indicating strong connectiv-
ity lying in the midline of the brain. Similarly, P7and P3 as
well as P8 and P4 shows a strong correlation to Pz since
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FIGURE 13. Average cross correlation values for nine subjects between different regions in antiphasic condition (CF - Central Front, CC - Central Cortical,
CB - Central Back, RP - Right Parietal, LP - Left Parietal).
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FIGURE 14. Average cross correlation values for nine subjects between different regions in homophasic condition (CF - Central Front, CC - Central
Cortical, CB - Central Back, RP - Right Parietal, LP - Left Parietal).

they all are the locations in the parietal lobe. However, there
was less connectivity between the right parietal (RP) and
the left parietal (LP) locations, as shown by the blue colour

indication. Also, the electrodes in the frontal lobe, Fz and
FCz, are having a strong connection to the Cz location but not
to more distant electrodes [98]. This reflects the functional
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TABLE 2. The rank table for the Antiphase condition (CF - Central Front, CC - Central Cortical, CB - Central Back, RP - Right Parietal, LP - Left Parietal).

TABLE 3. The rank table for the Homophasic condition (CF - Central Front, CC - Central Cortical, CB - Central Back, RP - Right Parietal, LP - Left Parietal).

connectivity of brain regions.Moreover, from the plots, it was
clear that all these electrode positions had a strong relation to
the Cz and Pz locations.

After the cross-correlation analysis between the electrode
positions, an average of the obtained coefficients was plotted
to investigate the relationship between the different regions
of the brain under study. In this process, each region is corre-
lated to the remaining regions. The plots in Figure 13 and
Figure 14 depict the region-wise correlation analysis for
all nine subjects in antiphasic and homophasic conditions
respectively.

The correlation plots for the region-wise analysis pro-
vide a clear illustration of the relation between the regions
of the brain while measuring the ERPs. For example,
in Figure 13 (a), the average cross-correlation between the
regions CC, CB, RP and LP with CF region is shown.
As shown in figure 13, the frontal lobe is more related to
the central cortical region and central back. However, the

correlation coefficient was less than 0.5 between CF and the
left and right parietal regions. This illustrates the relationship
between the electrodes in different areas of the brain to the
remaining regions under study. A similar relation can be seen
for the homophasic condition. The calculated mean values for
the region-wise correlation were also tabulated to generate a
rank table. Table 2 and Table 3 show the rank order of the
regions with electrodes for the ERP data acquisition based on
the correlation analysis.

Regions with rank 1 in Table 2 and Table have the highest
correlation values. It can be seen that the regions CC and CB
had rank 1 most often. Hence for the further analysis, we are
considering the electrodes in CC and CB region with the Cz
and Pz channel locations since they highly correlate with all
other regions under study.

The next step was the calculation of the P-value calculation
to analyse the statistical significance of the results for the
different channels. Figure 15 and Figure 16 shows a plot of the
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FIGURE 15. Correlation p-value Homophasic condition.

FIGURE 16. Correlation p-value Antiphase condition.

P-values for one subject for both homophasic and antiphasic
stimuli. The dark blue colour indicates that 0 > p < 0.01 for
the electrodes in the central front and central back lobes
which reveals the statistical significance of the acquired data.
The correlation shows an inverse relationship with the dis-
tance on the scalp [42].

To study the relationship between the homophasic and
antiphasic stimuli responses a further correlation analysis was
done, see Figure 17. The blue colour in the Figure indicates
that the values are close to 0. This shows that the homophasic
and antiphasic signals are weakly correlated and that there
exists a significant difference between the observed responses
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FIGURE 17. Correlation Antiphase vs Homophasic. The difference between the antiphase and homophasic signal correlations at all channels for a
representative subject is shown.

to the antiphasic and homophasic signals. This supports the
fact that the phase difference can serve as a binaural cue
which is useful in the analysis of the binaural hearing in
the brain [99]–[101]. Applying the technique of correlation
analysis, we were able to identify the optimal EEG electrode
location to be utilized in audiometric EEG in order to distin-
guish the EEG responses to different signals for the study of
binaural hearing [102].

Since the channels Cz and Pz are highly correlated to
all the other electrodes in the different regions of the brain,
further analysis was carried out on these channels. Moreover,
after the correlation analysis, it is evident that the channels
Cz and Pz can represent the most significant data required for
the AEP analysis.

C. TIME DOMAIN ANALYSIS
Based on the correlation results, the Cz and Pz channels were
chosen for further data analysis. Time-domain analysis of
the Cz and Pz EEG channels was carried out to investigate
evidence of binaural processing. In the time domain analysis,
the AEPs for the homophasic and antiphase conditions for
the selected channels were plotted with a 95% confidence
interval for each subject. Along with, the area under the time
domain, the ERPs for both homophasic and antiphasic condi-
tions were calculated and analysed. The time-domain repre-
sentation of the averaged homophasic and antiphasic ERPs
elicited by the 500Hz stimulus for Cz and Pz channels of

a randomly selected subject are shown in Figures 18 and 19
respectively.

The red signal in Figure 18 and 19 corresponds to the
antiphasic condition and the green signal to the homophasic
condition. The averaged time-domain signals were plotted
within the 95% confidence interval for the time interval 0ms
to 218ms. The area under the squared ERP for both con-
ditions for the time interval 20ms to 218ms was computed
and tabulated as in Table 5. In Table 5, Area_out stands for
antiphasic and Area_in stands for homophasic respectively.
The trapezoidal rule was used for the area calculation under
the ERP curve and it was implemented with the Matlab
function trapz(y).

Table 4 provides the area values for the time domain plots
of the homophasic and antiphasic signals for the Cz and Pz
channels. The difference in the area for both conditions was
also calculated for all nine subjects. It can be seen from
Table 4 that for the channel Cz, for all subjects except subject
8 the area for the antiphasic condition was larger than the area
for the homophasic condition. Hence for the Cz location, 90%
of subjects under analysis, have a higher underlying area for
antiphasic signals compared to the homophasic signals. For
the Pz channel, also shown in Table 4, 7 out of 9 subjects,
or approximately 80%, had an area under the curve whichwas
greater for anti-phase stimulus than for the in-phase stimulus.
The larger area for the antiphasic stimuli compared to the
homophasic stimuli indicates sensitivity of the brain towards
for the phase difference in the applied stimuli. [21].
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FIGURE 18. Time domain signals for a subject for both conditions for Cz channel.

FIGURE 19. Time domain signals for a subject for both conditions for Pz channel.

D. FREQUENCY DOMAIN ANALYSIS
For a better insight in the signal characteristics, the ampli-
tudes and frequencies were found using the Fast Fourier

Transform (FFT) [103] [21]. This is one of the best methods
for determining the dominant frequencies in the signal and is
also a numerically efficient technique for finding the various
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TABLE 4. The difference in area under the time domain signals of the Cz and Pz channels for 9 subjects in both the conditions.

FIGURE 20. PSD for Cz channel.

frequency components of the EEG signal data [49]. The Fast
Fourier Transform (FFT) was applied to the averaged epochs
for both the antiphasic and homophasic data.

For a signal length n, FFT (Y ) is given by

Y (k) =
n∑
j=1

X (j)W (j−1)(k−1)
n (2)

where

Wn = e(−2π i)/n (3)

The mean power spectral density over the trials of different
subjects for both conditions was computed and plotted, see
Figure 20 and Figure 21. The power spectral density (PSD)
reflects the frequencies of interest in a signal. The PSD plots
illustrate the distribution of the signal power vs frequency.
This can also help in determining the state of activeness

FIGURE 21. PSD for Pz channel.

and alertness for the subject under study as the frequency
content of an EEG is affected by the level of alertness [39].
To obtain the Power Spectral Density (PSD) of the epochs,
the following equation was used.

PSD = abs(FFT )2 (4)

Figure 20 and 21 show the representative PSD plots for the
channels Cz and Pz in EEG for one subject out of nine under
study.

The PSD plots for different subjects elicited by homopha-
sic and antiphasic stimuli indicate that most of the energy
of the signal is contained in frequencies up to 150 Hz and
that is gradually reduced with higher frequencies. The EEG
signal generally lies within the range of 0.5 to 100 Hz for a
human being [18]. However, the energy in frequencies from
80 Hz to 150 Hz represents the high gamma power EEG
range which is strongly linked to selective attention [104].
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TABLE 5. Energy per Frequency Band for ERP signals from the Cz Electrode Location.

TABLE 6. Energy per Frequency Band for ERP signals from the Pz Electrode Location.

Combining the low frequency EEG with the high-
power gamma activity could enhance resulting neural
responses [105]. The frequency range also relates to the
state of consciousness of a subject [39]. Frequencies below
15 Hz were not included at this stage as it is believed that
the occurrence of alpha waves due to relaxation and possible
temporary eye closure of some subjects might interfere with
the mentioned frequency range [106], [107]. FFT analysis
is used to compute the mean power per frequency band of
interest. The energy analysis was carried out for six different
frequency bands with frequencies, f, between 15Hz and 45Hz
and a width of 5 Hz. Frequency bands include the lower
frequency but not the higher frequency, so 15 – 20 Hz means
that the frequency f is in the range of 15 Hz≤ f< 20 Hz. This
method is used to investigate whether there is a noticeable
difference in the frequency range for both conditions. The
energy for each frequency band is shown in Table 5 and 6.

E-out stands for energy in the antiphasic condition and E-in
stands for energy in the homophasic condition respectively.
The difference of the energy values for the two conditions
in the different frequency bands was also tabulated, see
Table 7 and 8.

The analysis of the energy spectrum data, shown
in Tables 7 and 8shows that the frequency bands of
20 - 25Hz and 25 - 30Hz contain more energy for the
antiphasic condition than for the homophasic condition.
In Table 8 and 9, the green colour indicates a higher energy
for the antiphasic condition compared to the homophasic
condition for the frequency bands 20 - 25Hz and 25 - 30Hz.
The red colour represents a higher energy in the homophasic
condition. The frequency band analysis helps to find the
frequency range where the difference for the binaural cue
of phase reversal is maximal, which may be an indication
of binaural processing. The larger energy in the antiphasic
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TABLE 7. Energy difference for different Frequency Bands of ERP signals from the Cz Electrode Location.

TABLE 8. Energy difference for different Frequency Bands of ERP signals from the Pz Electrode Location.

condition compared to the homophasic support previous find-
ing that the binaural cue of interaural phase difference (IPD)
plays an important role in identifying the signal source.

E. STATISTICAL ANALYSIS
Statistical analysis was performed to evaluate the significance
of the observed differences in the AEPs due to change in the
phase of the stimulus. IBM SPSS Statistics 26 was used to
perform the statistical analysis. Pairwise t-tests were used to
evaluate differences between the Pz and Cz electrodes and
their frequency bands. The basic equation for pairwise t-test
where d̄ is the mean difference between the paired groups,

sd is the standard deviation of the differences and n the
number of pairs is:

t =
d̄

Sd/
√
n

(5)

A Bonferroni correction was applied to compensate for the
multiple comparison problem since a total of four compar-
isons was carried out for two electrode locations with the
desired alpha (∝) of 0.05. Additionally, a three-way ANOVA,
with channels (Cz and Pz), stimulus (Antiphase and phase),
and frequency (20-25 Hz and 25-30 Hz) as factors, was
performed to evaluate any interaction effects in PSD. The
statistical threshold for significance was set at p <0.05.
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TABLE 9. Pairwise t-test results.

The equation for ANOVA in terms of linear regression is
as follows:

Ampi,j = β0 + β1 ∗ Channeli,j + β2 ∗ Phasei,j + β3
∗Frequencyi,j + β4 ∗ Channeli,j
∗Phasei,j + β5 ∗ Channeli,j
∗Frequencyi,j + β6 ∗ Phasei,j
∗Frequencyi,j + β7 ∗ Channeli,j
∗Phasei,j ∗ Frequencyi,j + εi,j (6)

where i is the subject number, j is the measurement number,
channel is Cz when Channel = 0 and Fz when Channel = 1,
phase is antiphase when Phase = 1 and homophase when
phase = 0, frequency is 20-25 Hz when Frequency = 1 and
25-30 Hz when Frequency = 0.

The results from statistical analysis are shown in table 9.
Here the frequency bands 20 – 25 Hz and 25 – 30 Hz resulted
in a larger energy difference for antiphasic signals compared
to homophasic signals for the Cz and Pz electrodes. Results
for channel Cz show that there were significant differences
between the response to the antiphasic and homophasic stim-
uli for both frequency bands (20 – 25 Hz and 25 – 30 Hz).

While results for Cz are still significant, results for Pz,
when the p-value was corrected for multiple comparisons
(i.e., p-value> 0.0125), were no longer significant. This same
trend was observed for the parametric (paired t-test) tests.

Similar results were shown by ANOVA (Table 10). As in
the table 10, the ANOVA results indicate that there were no
significant two-way and three-way interactions, but the main
effects of the factors channel and frequency were significant
(p < 0.05). The results of main effects which were also
seen with the paired parametric test, show that there were
significant differences between the responses at channel (Cz)

FIGURE 22. PSD boxplots and p-values for t-test. ∗ = significant
differences; ns = non significant differences.

compared to channel (Pz). Figure 22 shows the boxplots and
p values for parametric test. In box plots it can be seen that
the median PSD amplitude for channel Pz is similar for the
two stimuli phases, however, it is lower for homophase stim-
ulus compared to antiphase stimulus in channel Cz. These
differences were significant for the Cz channel for both the
frequency ranges, but not for the channel Pz. Furthermore,
the figure 22 shows that there are no outliers in the data as all
the data points (shown as small circles in the box plots) are
within ± 1.5∗interquartile range.
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TABLE 10. ANOVA results.

TABLE 11. Shapiro-Wilk normality test.

We used ANOVA for the data as suggested in section
10.3.2 by Andy Field [108], since the group sizes are equal.
ANOVA is neither affected by non-normality of the data dis-
tribution nor affected by non-homogeneous variances across
groups, and therefore, is a robust method. Nonetheless,
we tested for the normality of the data distribution using
the Shaprio-Wilk normality test. The data was normally dis-
tributed as all p >0.05 as shown in Table 11. Using Levene’s
test, we tested for the homogeneity of the variance across
groups. The results showed that we can assume equal vari-
ances across groups as all p >0.05 (Table 12). These results
suggest using parametric methods for statistical testing.

IV. DISCUSSION
The study aims to analyse the AEP signals and the effect
of phase change which can be indicative for binaural pro-
cessing in the human brain. The analysis was carried out
with a correlation study to identify the best channels for the
AEP data acquisition. The findings and observations provide

TABLE 12. Levene’s test for homogeneity of variances.

a strong contribution to the channel selection and the analysis
methodology for the AEPs in detecting the phase change in
the stimuli which in turn can indicate the sense of binaural
hearing. Table 10 illustrates the important findings of our
study.

The AEPs are analysed in different conditions to under-
stand the response of brain towards the auditory stimuli.
R.A. Utler in [109] studied the human cortical potentials
evoked by a 1000 Hz tone in both monaural and binaural
conditions. The results indicated a larger cortical response
with increases of amplitude, area and latency for binaural
stimulation compared to monaural stimuli. Similarly, in 1974
Picton [22] studied the components of the human auditory
evoked potential, which can be recorded from the scalp and
described the potential significance of the different peaks.
P. Ungan et al. [110] measured binaural difference based on
the ITD by using the chirp stimuli, ensuring a high SNR
of the data. A systematic dependency of the amplitude and
latency on the binaural difference was detected for individual
subjects in the study. Similarly, to this study, we are studying
the binaural sensitivity of the brain, however the difference
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lies in the selection of stimuli with an interaural phase dif-
ference. The results from our study indicate that there are
higher values for time domain and frequency domain features
for antiphasic stimuli compared to homophasic ones which
may be an indicative of binaural processing in the human
brain. According to literature, the binaural cues ITD and
ILD are used in studies of binaural sensitivity in hearing
[111]–[114]. Sounds reaching the two ears are characterized
by the binaural cues interaural time delay (ITD) or the related
cue Interaural Phase Difference (IPD) as well as interaural
level difference (ILD). As phase reversal can be considered
a variant of IPD, this can be used to study the effect on
AEPs. The higher amplitudes for r the antiphasic signals
compared to the homophasic signals may be an indicator
of binaural sensitivity. In 1936, Stevens [115] found that
sound localization ability depends mainly on the ability to
detect interaural time differences for low frequencies and
interaural level differences for high frequencies. A time delay
for a pure tone could be detected be detected because of the
phase difference between the two ears. Ross B used the IPD
cue to detect how binaural information is processed by the
brain using MEG studies. Other studies also IPD stimuli in
order to understand Auditory Evoked Responses from the
brain [116]–[118].

Ross, Tremblay, & Picton (2007) [118] used the MEG
P1-N1-P2 to study physiological detection of IPDs. They
used a sinusoidal amplitude modulated tone (4.0 s in dura-
tion), with a stimulus onset asynchrony as stimulus in their
study and introduced phase changes in different ears. They
tried modulation to prevent the subject from perceiving a
discontinuity in the sound. In our research we used the Black-
mann windowing technique to remove the discontinuity.
Their studies reveal the fact that the antiphasic signals (phase
reversed ones) are able to provoke a larger impact on the
Auditory Evoked Responses compared to the homophasic
ones. Similar stimuli can be used to study the effect of
AEP with EEG instead of MEG, as we have done in our
study. When a ±180 interaural phase difference is applied
in between left and right stimulus, the resulting components
should gain a detectability. The difference in the choice of
stimuli is that we have this without noise for better under-
standing of the neural activity towards the phase shifted
stimuli.

The choice of frequency 500Hz for our study is based on
literature where this has commonly been used to evaluate the
auditory pathways [53], [97]. The selection of best electrode
sites for EEG while studying the AEPs is also in agreement
with literature [119]–[121], where Cz and other midline elec-
trode locations were used for the analysis of AEPs from the
scalp in response to auditory stimuli. Signals at the C region
of the skull tend to be larger in amplitude than the signals
in other regions [70]. However, the correlation analysis in
our study suggests that the Pz location which lies in the
midline of brain could also provide significant information
on the binaural sensitivity. The analysis techniques in this
study are based on the previous research and current methods.

The correlation technique used uses a similar methodology
as described in [42], where they have tried to understand
the correlation of EEG electrode locations with respect to
the distance. We have used correlation technique to provide
insight in the best EEG electrode locations for our study.
Binaural studies described in literature commonly use time
domain analysis [58], [109], [122]. A difference between
previous studies and our method is the area calculation, indi-
cating a higher energy for the response to antiphase signals,
which could indicate binaural interaction in the human brain.
In the spectral study using the FFT, the PSD plots provide
the insight that most of the energy is in the range of 0.5 Hz
to 100 Hz (EEG energy spectrum) and also that there is
power in the gamma wave range, from 80 Hz to 150 Hz,
which indicates selective attention while hearing sound stim-
uli with a phase difference [104], [105]. The frequency band
wise analysis for homophasic and antiphasic signals shows
that the frequency bands 20-25 Hz and 25-30 Hz had more
energy when elicited by antiphasic stimuli compared to the
homophasic condition. These frequency bands correspond
to the Beta frequency range which may indicate conscious
phase detection by the brain [37], [123]. The selection of
the stimuli used for the study, the investigation for the most
suitable electrode locations [72], [99] and frequency bands
which can give an indication of the binaural interaction in
the human brain [109], [124] and makes our current research
relevant.

Based on the correlation study, the electrode locations Cz
and Pz were selected for further analysis. The selection of
electrode locations for AEP recording is in line with previous
literature in which researchers selected the midline electrodes
for the ERP analysis [72], [99]. A high correlation in these
regions shows that these electrodes are highly correlated.
Cz and Pz have better correlation to all other locations than
other locations. The correlation analysis is mainly done for
selection of the most suitable electrode indicated by better
correlation with other positions. R Bhavsar et al [42], studied
the relationship between different electrode locations to the
distance and carried out the cross correlation analysis in the
time domain. Their conclusion revealed the fact that corre-
lation of electrical activity decreases with distance. However,
this was not based onAEP’s.We have performed a correlation
study to identify the electrode locations that can also be
considered as reflective of the AEP responses from other
locations. With this process we were able to establish that Cz
and Pz were the most correlated locations for responses to the
auditory stimuli.

In time domain analysis of biosignals, the area under the
curve can be analysed to understand differences in conditions
or parameters and may also be used to extract features for
further processing. In the review study of time domain anal-
ysis for EEG signals by V. K. Harpale [57] the area or energy
under the time plots from different electrodes in EEG data
has is mentioned as an indication of the synchronisation of
signals. In our research, for the time domain analysis, the dif-
ference in the area under the antiphasic and homophasic
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TABLE 13. Major findings of study.

conditions was determined. For the channel Cz, eight out of
nine subjects had a larger area for the antiphasic condition
compared to the homophasic condition. Seven subjects out of
nine subjects had a larger area for the antiphasic condition
than the homophasic condition for the Pz location. The time
domain analysis involves the signal averaging and represen-
tation of the signals with respect to time for study of charac-
teristics related to the ERPs. The correlation analysis and area
under the curve for time domain represented signals provide
an insight in the most representative electrode positions to
study the effect of homophasic and antiphasic signals in AEPs
in order to further understand binaural processing. The larger
area for antiphasic signals compared to homophasic signals
provide an indication that the AEPs can indicate the detection
of binaural phase differences. The difference in the area for
the homophasic and antiphasic signals suggests indication of
binaural interaction of the brain.

In the spectral study using the FFT, the PSD plots provide
the insight that most of the signal energy is in the range
of 0.5 Hz to 100 Hz (EEG energy spectrum) and also power
in the gamma wave range, from 80 Hz to 150 Hz, which
indicates selective attention while hearing sound stimuli with
a phase difference [104], [105]. The frequency band wise
analysis for the homophasic and antiphasic signals show that
the frequency bands 20 - 25Hz and 25 - 30Hz had more
energy when elicited by antiphasic stimuli compared to the
homophasic condition. The discussed frequency bands come
under the beta band corresponding to the consciousness relat-
ing the phase detection by the brain [37], [123]. The findings
corresponding to the Cz and PZ channels were further under-
gone statistical analysis separately to find the significance of
the observations. The comparisons done with the Cz location
showed statistically significant observations which in turn

support the importance of the Cz channel while making AEP
studies from the EEG measurements [119]–[121].

In our research, we recruited nine number of subjects. The
reverse result in Cz and Pz analysis for one of the subjects
may be due to a difference in concentration levels. The other
subject with larger area for homophasic condition at Pz was
at the upper limit of our age criteria. Future work with larger
numbers of subjects may further clarify possible reasons for
different results.

V. CONCLUSION
The study analyses the AEP signals and the effect of phase
change which may be a cue for binaural processing in
the human brain. The electrode locations Cz and Pz were
selected after the correlation for further analysis. In the time
domain analysis, the channel Cz, eight out of nine subjects
had a larger area for the antiphasic condition compared to
the homophasic condition. Seven subjects out of nine sub-
jects had a larger area for the antiphasic condition than the
homophasic condition for the Pz location. This indicates that
the difference in the area for the homophasic and antiphasic
signals could be used for further research on binaural pro-
cessing of the brain. The frequency bands 20 - 25Hz and
25 - 30Hz had more energy when elicited by antiphasic stim-
uli compared to the homophasic condition while performed
the frequency domain analysis. The frequency bands of
20 - 25Hz and 25 - 30Hz in combination with the application
of phase reversal of the auditory stimuli could be utilised
in the development of an objective measurement of binaural
hearing.

The applications of a hearing test using the AEPs allows
for accurate testing and is independent of voluntary response
from an individual under analysis. It is also useful in testing
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infants or children with language disorders who may not give
a reliable response. Moreover, an objective testing facility or
methodology, which can detect binaural processing carried by
the upper brain stem or the auditory cortex of the brain can be
developed through the subsequent studies and experiments.
According to prior research on hearing loss among children,
binaural hearing problems due to different medical and envi-
ronment conditions (for e.g.: otitis media) which are left
untreated in the early stages, can adversely affect the child’s
development [7], [8]. The suggested research method could
be used in developing objective methodology in detection of
such hearing impairments. The difference in the AEP signals
based on the phase change cue linked to the binaural hearing
ability might help to make a step forward in diagnosing
binaural processing disorders. Furthermore, the research is
one of the attempts to find the effect of stimuli in homophase
and antiphase conditions on the AEPs.

VI. LIMITATIONS OF THE STUDY
The current research attempts to find the effect of stimuli in
homophasic and antiphasic stimuli in the ears and the result-
ing binaural (two-ear) interaction on the AEPs, however,
there are some limitations. One limitation is the relatively
small sample size. The fact that our study was limited to
the electrode positions described above is another limitation.
Future studies might address this. Our study is limited to
homophasic and antiphasic stimuli at this stage. To further
understand binaural processing expanding this to homophasic
and antiphasic signals embedded in noise would be useful.

VII. FUTURE WORK
In the future, this study could be expanded to a larger number
of subjects. Currently only subjects without any indications
of hearing difficulties have been included. Including subject
with (binaural) hearing difficulties would be a further step.
A next step in our research will be using stimuli masked
in noise and comparing AEPs with BMLD experiments
which could provide further insight into binaural processing.
Increasing the number of electrodes, including electrodes
around the primary auditory area, such as TP, T, CP5/6, could
lead to a further generalization of the study.
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