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ABSTRACT Military weapon systems are considered as ‘‘system of systems’’ (SoS). They comprise
various equipment based on computers and networks and have been developed using commercial computing
technology for several decades. The state-of-the-art weapon systems are information technology (IT)
systems, for example, the cyber-physical system. In particular, the naval combat system, which is a weapon
system, is a representative system interconnecting a number of equipments by using commercial computing
technology. It is a software-based complex system, which produces and shares information about naval
tactical situations by interconnecting the various systems installed on ships or remote platforms. Moreover,
it performs tactical combat functions automatically or manually for assigned missions. As the core function
and performance of the combat system shift from being hardware-centric to software-centric, cybersecurity
threats to software that can affect the combat systems may emerge as a novel issue. The failure of the combat
system to perform normal combat functions in an actual naval combat situation owing to cybersecurity issues
is a very serious risk to naval operations. However, software security testing is not conducted systematically
during system development because the cybersecurity of the combat system is evaluated to be less important
than its function and performance, resulting in the development of an insecure and vulnerable combat
system against cybersecurity threats. To build a secure combat system against cyberattacks, it is important to
derive systematic and practical security testing for the combat system software during system development.
This paper analyzes the previous researches on a software security test, characteristics of the combat
system software, and guidelines for the software security testing of the Korean military’s weapon system
development. In addition, it proposes improved software security testing to strengthen the cybersecurity of
the combat system based on its characteristics and missions.

INDEX TERMS Weapon system, combat system, software security, security test.

I. INTRODUCTION
For several decades, military weapon systems have been
developed using commercial computing technology. Further,
their coverage and utilization are increasingly expanding.
Recently, state-of-the-art weapon systems, which are infor-
mation technology (IT) systems, have also been developed
such as the cyber-physical system, which is considered to
be more software-dependent [1]. The expansion of the inte-
gration of heterogeneous systems in weapon systems has
increased software complexity and connectivity. Moreover,
weapon systems are considered to be complex ‘‘system of
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systems’’ (SoS), considerably complicating the analysis of
system security vulnerabilities against cyberattacks [2]. The
‘‘SoS’’ comprises a large complex system integrated by the
interconnection of independent and preexisting individual
systems [3]. According to the ‘‘Weapon system cyberse-
curity’’ reported by the Government Accountability Office
(GAO), weapon systems have numerous cyber vulnerabili-
ties similar to those of other types of automated informa-
tion systems. Moreover, appropriate security controls for
cyber vulnerability are insufficient, resulting in cyberattack
threats [1], [4].

In particular, the naval combat system, which is one of the
weapon systems, is a representative system interconnecting
performance and functions of the diverse subsystem of the
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combat system. Furthermore, the usability and importance
of software are increasing because the core functions and
performance of the combat system transform from being
hardware-centric to software-centric [5]. Therefore, a new
issue emerges, i.e., security problems in the combat system
software can compromise its critical combat performance and
function and disrupt the completion of naval missions.

With the development of cyberattack technology, the US
navy designed a system called Common Architecture System
Assurance (CASA) to deal with cyberattacks on the naval
combat system. CASA is specialized security information
and event manager. It collects and analyzes cybersecurity-
related events from the subsystems of the combat system.
Moreover, it reports mission-critical impact or cyber inci-
dents to the watch officer [6].

However, software security testing is not conducted sys-
tematically during the development of weapon systems,
including the combat system, because the cybersecurity of
the combat system is evaluated to be less important than its
function and performance. This results in the development
of a combat system vulnerable to cyberattacks. Furthermore,
in the Korean military, software security testing during sys-
tem development is not mandatory for the entire weapon
system installed on the platform (e.g., naval ship), including
the combat system, and is only conducted for the application
software of the battle management information system (e.g.,
C4I system and command and control system) by referencing
‘‘Guideline for software development security’’ [7], [8]. This
guideline can be a good standard for security testing of the
application software of general IT systems. However, it is
not suitable for the naval combat system software to perform
real-time combat missions in a unique environment different
from that associated with general IT systems. In addition, this
guideline is mainly described from the developer’s point of
view and can not cover the entire software that comprises the
combat system.

Furthermore, the major problem associated with the com-
bat system software security testing is the lack of a defined
systematic and specific security test criteria in system devel-
opment. To fundamentally reinforce the cybersecurity of the
combat system software, specific and practical security test-
ing must be performed, which can be applied to the combat
system software in the early stage of system development
from the perspective of cybersecurity.

Thus far, various methodology studies have been con-
ducted for software security testing, which contributes to the
improvement of security testing. However, software secu-
rity testing for weapon systems such as combat systems
has not been studied due to the closed environments and
access restrictions of the combat system itself. As a result,
systematic and practical software security testing has not been
performed and a robust combat system against cyberattacks
was not developed. Thus, combat systems are expected to
exhibit various vulnerabilities.

In this paper, in order to resolve this problem, we focused
on a systematic approach that can perform a specific and

practical security test rather than a theoretical and method-
ological approach. We propose a more effective and prac-
tically applicable software security test by improving the
security test derived from a previous study, wherein the cat-
egories of software security testing and detailed subitems
corresponding to the categories are defined [9].

The following are the contributions of this paper based on
a previous study.

1. Establishment of a specific test framework for conduct-
ing software security testing based on the characteristics of
the combat system software: We defined the categories of
security testing that satisfy the security attributes in accor-
dance with the characteristics of the combat system from the
perspective of cybersecurity and not from the perspective of
developers.

2. Derivation of detailed security test subitems that corre-
spond to the software comprising the combat system soft-
ware: We derived detailed security test subitems relevant to
the categories of security testing and applied them to the
software comprising the combat system software.

3. Reflection of security requirements for the design of the
combat system software during the combat system develop-
ment process: It is desirable that software security must be
considered during the early stage of system development.
We present a direction by which the detailed security test
details derived from this paper can be reflected in the design
of the combat system software.

4. Development of a combat system software robust against
cyberattacks: Systematic security testing performed based on
the characteristics of the combat system software removes
vulnerabilities in the software in advance and develops a
robust combat system against cyberattacks.

The remainder of this paper is organized as follows.
Section 2 discusses previous studies related to software secu-
rity testing and introduces the concept and characteristics of
the naval combat system software. Moreover, it discusses
the software security testing of the weapon system such
as the naval combat system and analyzes its limitations.
Section 3 proposes an improved software security testing
approach for combat systems. Section 4 evaluates the pro-
posed security testing approach through comparison with
papers related to the software security testing discussed in
Section 2, the existing software security testing for theKorean
military’s weapon system, and the Common Criteria (CC).
Finally, Section 5 provides the conclusion and future work.

II. RELATED WORK
In this section, we analyze the existing studies on software
security testing to understand how security testing is applied
to software. In particular, we describe the security testing
techniques classified into four categories as defined in the
existing study and analyze the existing studies related to the
security testing techniques classified above.

Then, we describe the concept and structure of the naval
combat system software and the characteristics of each
sub software that composes the combat system software.
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TABLE 1. Security testing techniques in a secure software development lifecycle.

In addition, we explain the concept and procedure of software
security testing when developing weapon systems such as
combat systems in the Korean military, and based on this,
derive the limitations of software security testing.

A. SOFTWARE SECURITY TESTING
Software security testing is an important process to vali-
date whether the security functions and features of the soft-
ware are appropriately implemented in accordance with the
requirements related to security properties (e.g., confidential-
ity, integrity, availability, and authentication) and to identify
potential security vulnerabilities in the software during soft-
ware development [10]–[12]. From the perspective of system
development projects and businesses, security testing activi-
ties ensure the quality of the system and reduce development
risk and cost [12].

Software security testing can be divided into two execution
types: security functional testing and security vulnerability
testing. Through security functional testing, it can be val-
idated whether the security requirements are appropriately
achieved in the software. Through security vulnerability test-
ing, cyber vulnerabilities can be identified in the software
[13]. Cyber vulnerability is a flaw in system design, imple-
mentation, and operation [10]. It may not be discovered at
times and will continue to occur. Thus, a malicious attacker
compromises the software system by exploiting the vulnera-
bility of the system.

Felderer et al. [11] suggested that vulnerabilities can be
effectively identified, and the security functionality of the
software can be ensured through security testing. The author
classified security testing into four categories according to
its characteristics with respect to the system development
lifecycle, which is presented in Table 1. The categories of
security testing are as follows.

• Model-based security testing: Model-based test-
ing (MBT) derives its test case from a system under
test (SUT) and/or its environment for software testing
[13]. Model-based security testing follows the MBT
approach, verifies the software requirements related to
security properties, and verifies whether the model has
the specified security features [11].

• Code-based testing and static analysis: This technique
can be used to analyze and review the source code

of the program to manually or automatically identify
vulnerabilities in the software during code development.
An automated static analysis tool is used to analyze the
software code and identify security bugs [14], [15].

• Penetration testing and dynamic analysis: The tester
executes this test on a running system and compromises
the system by sending a payload from the perspec-
tive of a cyber attacker [16]. This testing is similar to
a real attack by a third party who possesses insuffi-
cient information about the target system. In general,
the third-party attacker uses manual and automatic tools
to identify vulnerabilities [17]. Fuzz testing is applied
to identify potential security vulnerabilities by sending
valid or invalid data to a system [18].

• Security regression testing: This technique ensures that
any changes in the system after its development do not
harm its security [19]. Security regression testing is an
important process in the software development lifecycle
because source code changes frequently occur due to
fixes, patches, and enhancements. When modifying the
existing code, the tester should perform security testing
to validate whether new security bugs have been intro-
duced [20].

Following, we discuss the previously studied software
security testing.

Michele et al. [21] proposed amodel-based security testing
framework for web applications, which is based on the MBT
approach combined with knowledge of penetration testing.
The proposed framework uses model-checking techniques
for conducting an automatic search for detecting possible
vulnerabilities in web applications. Security analysts can per-
form security testing without missing important vulnerabil-
ities checkpoints by using this method. It is also reused in
different web applications.

Brucker et al. [15] introduced static application security
testing (SAST). This is performed by the development team.
As the development team integrated SAST into the steps
of the software development lifecycle, SAST supported the
identification and prevention of vulnerabilities in the program
source code.

Valentine et al. [22] proposed an automatic penetration
testing method to evaluate the security level of the cloud
application when considering the cloud application features.
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This method uses the knowledge of the application architec-
ture and catalog information, including security-related data
(e.g., threat, attack, weakness, and vulnerabilities), and com-
prises three phases (preparation, scanning, and pen-testing)
for testing.

Longoria [23] suggested a prioritization of the security
regression test case based on the threat model. The threat
model is important for performing security analysis during
software development. This model emphasizes the assets that
must be protected and the threats to those assets as well as
threat mitigation. The author explained how the threat model
is applied to prioritize the security test case.

Josip et al. [24] introduced planning-based security test-
ing of web applications. They proposed the application of
artificial intelligence (AI) in the security testing of web
applications, which use automated planning for test suites
to test common cross-site scripting and structured query lan-
guage injection vulnerabilities. In addition, they proposed an
approach based on automated planning, which was obtained
from classical AI.

Pekaric et al. [25] presented security testing techniques
for automotive engineering by focusing on the application
software and service layer of the Automotive Open System
Architecture (AUTOSAR). AUTOSAR is an open and stan-
dardized software architecture for electronic control units
in the automotive domain. They linked the security testing
techniques (MBT, code-based testing, penetration testing and
dynamic analysis, regression testing, and risk-based testing)
to the AUTOSAR layers and identified and defined the rela-
tion between security testing techniques and vehicle lifecycle
phases.

Seana et al. [26] proposed an approach for security test-
ing of unmanned aerial vehicles (UAVs) based on the MBT
method. They developed an approach to building a test suite
using a behavioral model, attackmodel, andmitigationmodel
based on the characteristics of the UAV. Thus, they generated
a scalable four-step test suite to identify vulnerabilities in a
UAV and prevent cyberattacks.

Olivero et al. [27] introduced a security testing approach
named Testing for Security in System of Systems (TeSSoS),
which satisfied the modeling security requirements and test-
ing security properties in the SoS. They also proposed five
sequential steps (SoS discovery, red security requirement
specification, blue requirement specification, security imple-
mentation, and SoS evaluation and validation) to identify
security threats and define security features of the SoS. Par-
ticularly, their assessment approach from the perspective of
the attacker can facilitate in effectively discovering security
vulnerabilities and developing a secure SoS.

As previously described, an approach for software secu-
rity testing has been mainly studied. However, research on
concrete and systematic software security testing that can be
practically applied in combat system development is insuffi-
cient. Even though studies on security testing of UAVs, which
has recently become an issue, have been conducted, research
on security testing for complexweapon system software, such

FIGURE 1. Combat system software structure.

as the naval combat systems installed on platforms (e.g., naval
ship), is still lacking.

B. NAVAL SHIP COMBAT SYSTEM SOFTWARE
The combat system is a complex weapon system based on
computers and networks. It comprises various heterogeneous
systems, including sensors, weapons, and navigation sys-
tems, in a naval ship. It produces and shares information
on a tactical situation by networking different systems and
automatically conducts target detection and tracking, threat
analysis, weapon allocation, engagement, and kill evaluation
[28]. The US navy applied the concept of open architec-
ture in naval combat system development. The naval open
architecture is a multifaced business and technical strategy
for efficient development and maintenance of interoperable
systems. Its core principles include modular design, reusable
application software, and improved interoperability and per-
formance through cutting-edge technologies [29]. The com-
bat system software is developed according to this concept
and includes application software, middleware, and operat-
ing system, as presented in Figure 1. The application soft-
ware at the top performs the actual multiple mission-critical
functions, such as track management, command and control,
and sensor and weapon management and engagement, for
naval combat missions. It is developed based on the modular
concept. Therefore, it can easily deal with the possibility of
changes according to the assigned mission and specifically
required combat functions. In addition, it is installed and run
on the computer server and operator console [30].

The middleware of the combat system is present between
the application software and operating system to pro-
vide common service. Previously, the combat system used
military-specific middleware; however, recently, the com-
mercial middleware data distribution service (DDS) stan-
dardized by the object management group (OMG) is used.
DDS, as a communication middleware, supports real-time
communication between the nodes based on the publication–
subscription model for real-time processing in a distributed
environment [31], [32]. The security standards of the DDS
provide data confidentiality and integrity, mutual authenti-
cation and access authority of the network participants, and
non-repudiation [33], [34]. The operating systems used are
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commercial operating systems, such as Linux, Unix, and
VxWorks, which is a real-time operating system. The applica-
tion software design may need to be changed if the configura-
tion settings of the operating system are changed because the
software comprising the combat system software are highly
connected to each other.

C. WEAPON SYSTEM SOFTWARE SECURITY TESTING
The Korean military applied the ‘‘Manual for the develop-
ment and management of weapon system software’’ [30].
This manual describes the concept and process for the devel-
opment of weapon system software and provides a specific
direction for software testing. The combat system follows this
regulation because it is part of the weapon system.

1) CONCEPT AND PROCEDURE
Generally, software security testing is conducted along with
the reliability test in the development of weapon system
software. The software security and reliability test identifies
errors and defects in the weapon system software and proac-
tively eliminates the security weaknesses causing cyberat-
tacks. Moreover, it verifies whether the software meets the
specified requirements with technical accuracy and adequacy.
As presented in Figure 2, the tests are conducted by the
R&D supervisory institution in the ‘‘software implementa-
tion’’ and ‘‘software integration and test’’ of the system devel-
opment stage. Thereafter, the development test and evaluation
(DT&E), as well as operational test and evaluation (OT&E),
are conducted by the R&D supervisory institution and mili-
tary. Although security testing is performed through the above
process, its application is limited from the perspective of sys-
tem integration because these stages are performed in the late
process of system development. The occurrence of critical
security problems during these stages incurs additional time
and money for resolving the issue.

The security test activities are specified through various
procedures and documentation associated with weapon sys-
tem development. The detailed plans, procedures, and results
of security testing are described in the software test plan
(STP), software test description (STD), and software test
report (STR) for managing test traceability. The security
test requirements are preferentially and roughly considered
during the exploratory development stage. Further, they are
reviewed during the ‘‘software requirement analysis’’ and
‘‘software structure and critical design’’ of the system devel-
opment stage. Security testing is only applicable to developed
software, open software, and autogenerated code and not to
the operating system or middleware. The target languages
used include C, C++, JAVA, and C# [30].

2) SOFTWARE SECURITY TESTING
Software security testing of the weapon system, which is con-
ducted in accordance with the ‘‘Guideline for software devel-
opment security’’ [7] of the Republic of Korea’s Ministry
of the Interior and Safety, is applied only to the battle man-
agement information system (e.g., C4I system and command

and control system) and not to the entire weapon [8]. This
guideline was formulated with reference to the common
weakness enumeration (CWE), the security weakness pro-
vided by the MITRE, and various official announcements
related to secure coding and only provides a criterion for ver-
ifying secure coding of application software. This guideline
is implemented to ensure the secure software of general IT
systems (e.g., web system and DBMS) that can deal with
cyberattacks by minimizing the security vulnerabilities that
can be attributed to developer’s mistakes and logical errors in
the software development process. It also focuses on tech-
nical control for the implementation of security functions
to achieve software confidentiality, integrity, and availability
and specifies the security design and implementation criteria
based on the security requirements identified during software
requirement analysis. The security design criteria of software
design are defined as 20 detailed security requirements in four
categories (input data verification and presentation, security
function, error handling, and session control). As presented
in Table 2, the security implementation criteria of the software
implementation are related to the aforementioned security
requirements of the software design. These criteria comprise
47 items in seven categories (input data verification and
presentation, security function, time and status, error process-
ing, code error, encapsulation, and application programming
interface misuse) [7].

If security testing is to be conducted on the combat system
software, the previously mentioned guideline can be applied
to combat system software security testing. However, such
guideline is only for the secure coding of general IT systems
and is not suitable for a combat system in a mission-critical
environment. Moreover, the combat system does not provide
web and DBMS services.

3) LIMITATION OF SOFTWARE SECURITY TESTING
When a weapon system is developed, software security
testing is perceived to be less important than perfor-
mance or function. Furthermore, conducting security testing
on the weapon system, including a combat system, is not
mandatory. It is only conducted on the application software of
the battle management information system (e.g., C4I system
and command and control system). In this regard, security
testing of the combat system software has the following
limitations.

First, there is no defined systematic and specific strategy
for software security testing that can be applied to the combat
system software comprising the application software, middle-
ware, and operating system in the system development stage
based on the characteristics and environments of the combat
system. The software comprising the combat system software
is closely linked. Thus, systematic and specific security test-
ing must be conducted during the early stage of system devel-
opment. Moreover, there is a very close correlation between
software security testing and analysis and design. Failure
to systematically and comprehensively review the specific
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FIGURE 2. Weapon system software development process.

TABLE 2. Criteria for secure software implementation in the software implementation phase.

security requirements in software analysis and design results
in developing a system vulnerable to cybersecurity threats.

Second, even if the security test guideline is applied to the
previously mentioned battle management information system
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(e.g., C4I system and command and control system), it is
not suitable for the combat system software. This is because
the guideline mainly focuses on general IT systems, includ-
ing web and DBMS services. The combat system software
requires optimized security testing when considering the per-
formance and function of the combat system. In addition,
this guideline is good for the software of general IT sys-
tems. However, it was formulated from the developer’s point
of view rather than security and is mainly applied to the
application software. Thus, it must be improved to enable its
application to the combat system software.

To fundamentally reinforce the cybersecurity of the com-
bat system software, specific and practical security testing
must be conducted, which can be applied to the combat
system software during the system development stage when
considering the security properties from the perspective of
cybersecurity.

III. PROPOSED COMBAT SYSTEM SOFTWARE SECURITY
TESTING
Security testing of the combat system software must be con-
ducted not only on the application software but also on the
middleware and operating system to enhance the cybersecu-
rity of the combat system. In particular, security testing of
the middleware and operating system must be integrally con-
ducted together with the application security testing because
the development direction of the application software is influ-
enced by the characteristics and security configuration of the
middleware and operating system. Furthermore, in the early
stage of weapon system development, review and thorough
management of the relation of security requirements between
each software are mandatory. The basic directions for the
improvement of security testing are as follows.
• Establishment of security test categories from the per-

spective of cybersecurity: To enhance the combat system soft-
ware security, it is important to establish systematic security
test categories that can satisfy the security properties from
the perspective of security. Such categories are important to
security testing and derive the detailed security test subitems
accordingly. Even if the ‘‘Guideline for software development
security’’ [7] is applied to the combat system software secu-
rity testing, it is not suitable for the combat system software.
Further, there is a limitation that the mandatory security con-
trol fields are systematically reflected in the security testing.
•Optimization of the detailed security test subitems on the

application software: We derive the optimized detailed secu-
rity test subitems to eliminate security vulnerabilities based
on the aforementioned security categories and the ‘‘Guideline
for software development security’’ [7] when considering
the characteristics and environment of the combat system.
In particular, we derive subitems for security testing of the
operating system with reference to the ‘‘Guideline for anal-
ysis and assessment of technical vulnerability in the main
ICT infrastructures’’ [35]. This guideline evaluates whether
a system is vulnerable by verifying the security configuration

of the system. The middleware security test subitems are
derived from the DDS security standard proposed by OMG.

FIGURE 3. Establishment of the improved security test categories of the
combat system software.

A. ESTABLISHMENT OF SECURITY TEST CATEGORIES
As presented in Figure 3, improved security test categories
were established based on the ‘‘Guideline for software devel-
opment security’’ [7]. The existing security test categories are
inappropriate and unsystematic from the perspective of cyber-
security and have various mixed subitems of security testing
complexly because they are classified from the perspective of
source code development in spite of including measures for
known vulnerabilities.

Therefore, the security test categories should be improved
in consideration of the characteristics and environments of
the combat system and security properties that must be pos-
sessed by the combat system. Well-defined security test cat-
egories are the cornerstone of systematic security testing.
Moreover, system security architects or testers can effec-
tively derive and categorize security test subitems based on
them.

From the perspective of cybersecurity, we established the
improved eight categories (i.e., input data control, authen-
tication, access control, authorization, coding error control,
confidentiality, service control, log control) from the existing
categories. Several categories (i.e., access control, service
control, and log control) are considered to be critical security
properties.

Table 3 presents the description of each category and
the corresponding software comprising the combat system
software. Accordingly, the detailed security test subitems
were systematically derived from the improved security test
categories, and they can become the standard for conducting
security testing on the combat system software.
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TABLE 3. Security test categories of the combat system software.

B. DERIVATION OF DETAILED SECURITY TEST SUBITEMS
We derived the detailed test subitems required by the category
corresponding to each software based on the characteristics
and functions of the software comprising the combat system
software. As presented in Table 3, the test categories of
each software can be identical; however, there are different
detailed test subitems depending on the characteristics of
each software.

1) APPLICATION SOFTWARE
Security testing of the application software includes eight
categories and 37 subitems, excluding cyber control items
related to web services and DBMS that are not correlated
with the combat system among the security control items pre-
sented in the ‘‘Guideline for software development security’’
[7]. And we added access control and log control categories.
This security testing determines whether there known vulner-
abilities in the source code.

Table 4 presents the subitems of the application soft-
ware security testing: 1. ‘‘Input data control’’ identifies
inappropriate input data and command or buffer overflow;
2. ‘‘Authentication’’ verifies improper authentication for
important functions and checks if the account’s password
is vulnerable; 3. ‘‘Access control’’ verify that access to the
significant tactical function is properly controlled; 4. ‘‘Autho-
rization’’ identifies incorrect permission assignment for the
critical resource of the software; 5. ‘‘Code error control’’
verifies whether the mistake of the developer resulted in
the usage of wrong function and unintended disclosure of
information; 6. ‘‘Confidentiality’’ checks whether there is a
hard-coded password or encryption key value on the source
code and if weak cryptographic algorithms and keys can
be used to verify the storage and transmission of sensi-
tive information in the plaintext; 8. ‘‘Log control’’ verifies
whether the audit log is generated and managed for impor-
tant security data (e.g., log-in, access, tactical information
processing).
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TABLE 4. Subitems of the application software security testing.

2) MIDDLEWARE
The categories of middleware security testing are 2. ‘‘Authen-
tication,’’ 3. ‘‘Access control,’’ and 6. ‘‘Confidentiality.’’
Security testing of middleware must be performed with opti-
mized subitems of test because the security function should
not excessively affect the critical combat mission perfor-
mance. Thus, security testing for middleware should mini-
mize the impact on the performance of the middleware.

Table 5 presents subitems of the middleware security test-
ing. These subitems can be used to ensure that the appro-
priately authenticated participants in the domain can access
information and verify access control for the domain partici-
pants. Moreover, they can be used to verify whether sensitive
data are encrypted.

3) OPERATING SYSTEM
Security testing of the operating system includes five cate-
gories and 30 subitems. They can be used to verify whether
the security configurations of the operating system are appro-
priately established. They are considered as very important
factors for the combat system because the system can be
easily accessed and exploited by cyber attackers if security
configurationswith known vulnerability are not appropriately
established. Table 6 presents the subitems of operating system
security testing.

2. ‘‘Authentication’’ verifies the improper use of account
and password. 3. ‘‘Access control’’ checks if the remote
access and accessible IP and port are properly controlled.
4. ‘‘Authorization’’ verifies the authority on critical direc-
tories and checks whether files can be exploited with inap-
propriate permissions. 7. ‘‘Service control’’ checks if the
unnecessary services and programs to be exploited for hack-
ing are running. 8. ‘‘Log control’’ verifies that the significant
log saving function of the system is established for tracing,
post-analysis, and audit following cyberattacks. [Windows] is
the subitem corresponding to the Windows operating system.

C. SECURITY TESTING IN THE COMBAT SYSTEM
DEVELOPMENT PROCESS
The proposed approach for software security testing mainly
focuses on ‘‘software implementation’’ and ‘‘software
integration and test’’ of the system development stage, as pre-
sented in Figure 2. However, we present the roles and advan-
tages of the proposed security testing in the process of combat
system development by applying the proposed security test-
ing to the V model as presented in Figure 4. The V model
was derived from the waterfall model and is widely used in
system engineering. It facilitates the systematic development
of weapon systems by matching the requirements, system
analysis, and design process on the left side with the test
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TABLE 5. Subitems of the middleware security testing.

FIGURE 4. Roles of the proposed security testing in the V model of the combat system development.

and evaluation process on the right side. In particular, it has
been utilized for developing the Aegis combat system in US
navy [36]–[38].

The proposed categories and specific subitems of software
security testing are basically applied in the unit testing phases
and elementary integration & evaluation phase on the right
side of V model. It can be verified whether the proposed
security testing is appropriately reflected, as each modu-
lar application software is developed and connected, and
the application software, middleware, and operating system,
which comprise the combat system software, are closely inte-
grated. In the process on the left side, the proposed security
testing can facilitate the establishment of the required security
concept of the software in the operational requirement phase,
and support security requirement analysis in the software
requirement analysis & definition phase, and reflect the pre-
viously defined security requirements in the design phases.

In addition, after the security testing is performed in the
unit testing phase and elementary integration & testing phase,
it is possible to reverify whether the tested critical security
requirements have been properly developed and integrated
from a system integration perspective in the engineering test
& evaluation phases and system test & evaluation phase

by using the subitems of the proposed security testing.
The reason for enabling the above activities is that the test
concept and detailed subitems of the security testing have
already been defined in consideration of the characteristics
and environment of the combat system software. As a result,
the proposed security testing effectively reflects the security
requirements in the early stages of combat system software
development and supports security-related activities in all
stages.

Therefore, the proposed security testing approach rein-
forces the security of the combat system through the overall
process of system development and the software security test
process. In addition, by systematically and comprehensively
reviewing the software security from the initial process of
system development, the security issues identified in the latter
half of the development process can be prevented.

IV. EVALUATION AND DISCUSSION
In this paper, an improved new security testing approach
for the combat system software is proposed. This provides
a systematic and practical framework for software security
testing, which has not yet been effectively achieved when
developing combat systems. In this section, the proposed
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TABLE 6. Subitems of the operating system security testing.

security testing is analyzed by comparing it with the previ-
ously studied software security testing discussed in related
work, the existing security testing applied to the battle man-
agement information system of the Korean military, and CC
part 2, which is the international criteria for the security eval-
uation of general IT systems. CC part 2 defines the security
function requirements, which include 11 security function
classes (e.g., security audit, communication, cryptographic
support, user data protection, and security management) for
IT system security. These requirements describe the desired
security behavior expected from the evaluation target to meet
the security objectives [39].

As presented in Table 7, evaluation fields related to the
combat system software security, such as applicability to the
combat system software, key function factors (secure cod-
ing, security configuration, and vulnerability verification) for
security testing, and consideration of the characteristics of the
combat system software, are analyzed. The previously stud-
ied security testings focused on a theoretical methodology
rather than a specific and practical approach. Moreover, they
were mainly applied to the application software and not to the
middleware and operating system. They were not suitable for
security testing of the combat system software, considering
its characteristics and environments.

Thus, although the existing security testings can ensure
secure coding for the application software, they are insuf-
ficient for verifying security configuration and identifying
vulnerabilities in the middleware and operating system.

CC part 2 is a good standard for security evaluation;
however, it does not include secure coding and security

configuration setting of the operating system. In addition,
it does not match the characteristics of the combat system
software.

However, security testing of the overall combat system
software is systematically and holistically performed because
the proposed security testing is applied to the middleware,
operating system, and application software, which constitute
the combat system software, and the characteristics of the
combat system are satisfied.

Nevertheless, the proposed security testing exhibits a lim-
itation in that it cannot prevent all cyberattacks. This paper
focuses on the prevention of cyberattacks to software during
the development of a combat system and the implementation
of robust cybersecurity software using the proposed security
testing. Security testing for installation or configuration of an
additional security system for the combat system has not been
considered here.

The combat system is a mission-critical system that pro-
cesses tactical data and engages enemies in real-time; thus,
security testing cannot take precedence over performance
and function tests. It is very important to balance security,
performance, and function tests by considering the charac-
teristics and environment of the combat system. Therefore,
we propose practical and optimized security testing by fully
considering the above factors.

Security vulnerabilities of software can be caused by
faults or errors generated by mistakes of software designers
and developers or other reasons. They provide a potential
security threat to software, as well as have a significant
impact on the quality and reliability of the software. Recently,

VOLUME 9, 2021 66849



C.-G. Yi, Y.-G. Kim: Security Testing for Naval Ship Combat System Software

TABLE 7. Comparison of the proposed security test.

various studies on software fault predictions that can be
performed before software tests are in progress to improve
the quality and reliability of software [40].

In the future, new cyber vulnerabilities in the software
will be discovered. Accordingly, detailed subitems of the
proposed security testing must be continuously modified and
improved. Moreover, the cooperation among software devel-
opers, security experts, and designers from the start of the
combat system development process is very important. The
combat system software security must also be reviewed in
the early stage of system development and reflected system-
atically in software analysis and design.

In particular, subitems, which can verify such attacks,
must be developed and applied to the security testing
if a new zero-day attack to the combat system software
(application software, middleware, and operating system) is
discovered.

V. CONCLUSION
The naval combat system is a software-centric complex
weapon system integrated with the network and computer
software. The core performance and function of this system
are influenced by software. Recently, the use of commercial
software has significantly increased. However, systematic
software security testing has not been applied to the real
testing process in the system development stage during the
combat system development, restricting the development of
a robust combat system against cyberattacks. To solve this
problem, an effective and practical software security testing
approach is proposed in this paper to fundamentally deal

with cyberattacks when considering the characteristics and
environment of the combat system.

First, we present a concrete and practical framework for
software security testing by establishing eight security test
categories for the combat system software, which comprise
the application software, middleware, and operating system,
from the viewpoint of cybersecurity. These categories are
mandatory security controls that must be adhered to by the
combat system software. Also, optimized detailed security
subitems are derived based on these categories when con-
sidering the characteristics and environment of the combat
system. Moreover, a combat system software that is fun-
damentally robust against cyberattacks can be developed
because the proposed security testing helps in indicating the
security requirements in the early stage of combat system
development by reviewing and defining them during software
analysis and design, as presented in Figure 4.

In the future, cyberattacks to the military weapon system
called ‘‘SoS’’ (e.g., naval combat system, missile systems,
and airplanes) will emerge. Therefore, this situation must be
analyzed and studied by weapon system and security experts,
and appropriate countermeasures must be established based
on the mission characteristics associated with the weapon
system. It is also important to develop a security framework
that can be practically applied in weapon system development
and guidelines for the security of weapon system software.
In future work, we will develop additional subitems of the
security test in consideration of future combat system trends.
It is necessary to extend the proposed approach to a frame-
work that can be applied to combat systems and other weapon
systems.
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