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ABSTRACT Recently, wireless telecommunication networks have become a promising alternative for
rainfall measuring instruments that complement existing monitoring devices. Due to big dataset of rainfall
and telecommunication networks data, empirical computational methods are less adequate representation
of the actual data. Therefore, deep learning models are proposed for the analysis of big data and give
more accurate representation of real measurements. In this study, we investigated rainfall monitoring results
from experimental measurements and deep learning approaches such as artificial neural networks and long
short-term memory. The experimental setups were in South Korea over terrestrial and satellite links, and
in Ethiopia over terrestrial link for different frequency bands and link distances. The received signal level
and rainfall data measurement covered four years in South Korea and the data were sampled at intervals
of 10 seconds. In Ethiopia, the data were recorded over 10months and sampled at intervals of 15minutes. The
received signal power data were used to derive the rainfall rate distribution and compared to actual rainfall
measurements over the same time periods. Our results demonstrate that the proposed deep learning-based
models generally have a good fit with the measured rainfall rates. The rainfall rate generated from terrestrial
links was a better fit to the actual rainfall rate data than that generated from satellite links.

INDEX TERMS LSTM, rainfall monitoring, artificial intelligence, deep learning, received signal level,
South Korea, Ethiopia.

I. INTRODUCTION
Precise and real-time precipitation observations play a
significant role in various aspects of human life, such
as hydrometeorology, agriculture, climate monitoring, and
natural disaster warning. Currently, rainfall monitoring
methods include weather radar, rain gauges, and weather
satellites [1], [2]. The rain gauge (RG) is used as an accu-
rate ground-based rainfall estimation instrument. However,
it does not provide rainfall information with high spatial
resolution owing to errors introduced by calibration or ground
winds [3]–[5]. The weather radar can address the shortcom-
ings of the RG and provide a wide range of precipitation
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distribution information, but ground clutter frequently affects
it, which results in less accurate ground-level observa-
tions [6]. In the South Korean context, the radar monitoring
network operated by the Korea Meteorological Administra-
tion has a comparatively high density and is mounted at posi-
tions suitable for observations of the peninsular part of the
country. Nevertheless, it has limited representation in urban
areas [7]. Therefore, it is imperative to develop real-time,
accurate, and representative rainfall measurement techniques.

Recently, wireless telecommunication links have gained
attention as a promising rainfall measurement method
because the power of received signals, which is extremely
sensitive to rainfall in microwave and millimetric frequency
bands, can be measured everywhere for communications
[8]–[11]. Several studies have shown the potential application
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of terrestrial radio links for rainfall prediction in different
parts of the world over several different carrier frequencies
(5–50 GHz) [12]–[16]. Outstanding examples are the nation-
wide campaign in Germany [17] and the Netherlands [18],
which confirmed that commercial microwave links (CML)
can provide precipitation data that correspond well with
gauge and weather radar rainfall information

Rainfall data derived from the telecommunication signal
were successfully applied to the simulations of river runoff
in Germany for a pre-alpine catchment area [19], [20], and
for small urban catchment pipe flow simulation in the Czech
Republic [21]. Furthermore, the first CML-derived rainfall
generation in a developing country was carried out by [22],
using CML data from Burkina Faso.

More interestingly, with the rollout of 5G wireless net-
works, relevant research has indicated that densely dis-
tributed terrestrial links can measure rainfall in urban areas
either as a primary or supplementary precipitation monitor-
ing method [23]–[27]. In addition to terrestrial links, it is
also possible to successfully retrieve rain rates from the sig-
nal level received from satellite links, as seen in the Paris
area [28]. Many studies have also shown that dense com-
mercial earth-space links are potential global high-resolution
rainfall monitoring systems [29]–[31].

Several telecommunication-derived rainfall measurement
algorithms have been developed by researchers. The first rain
event detection method presented in [32] was based on the
rolling standard deviation threshold for time series attenua-
tion. This technique has also been used in recent studies [7],
[17], [33] such as one that developed Fourier transformations
on a rolling window to detect rain event patterns in the
frequency domain [34].

Another article [35] applied a Markov switching model
that used Gaussian factor graphs and random forest classi-
fiers [36]. It applied a simple multi-layer perception [36] and
in [37] proposed a rolling mean method for dynamic baseline
determination.

Currently, deep learning is a fast-evolving field for model-
ing different physical phenomena from data, mainly when big
data needs to be processed [38]. Considering rainfall derived
from communication links, deep learning techniques [39]
have been applied to separate wet and dry periods using
satellite communication data to optimize rainfall retrievals,
and the study [19], [40] implemented a machine learn-
ing approach for dry-wet classification from commercial
microwave links. Few other studies have applied deep learn-
ing to rainfall-runoff modeling [41], [42].Most of the existing
studies are based on the classification of rainfall as dry and
wet. Therefore, in this study we address the generation of
rainfall events, the amount of rainfall produced over the year,
and estimate the duration of rainfall events from experimental
and deep learning models.

This study makes the following contributions:
• To the best of our knowledge, this study is the first
wireless telecommunication-based rainfall monitoring
system in South Korea and Ethiopia in these frequency

bands. The retrieval of rainfall data from wireless com-
munication links has been investigated in South Korea
over four terrestrial line-of-sight links and two satel-
lite networks, and over one terrestrial line-of-sight at
microwave frequency spectrum link in Ethiopia.

• The experimental rainfall rate distribution statistical
results from the measured rain data were compared with
the rain rate produced by the two proposed deep learning
models. The analysis shows that the long short-term
memory (LSTM) model provides a more accurate esti-
mate than a simple artificial neural network (ANN).
Moreover, the past studies have been mainly wet-dry
periods classification, however, our study deals with the
generation of rainfall at every level and comparing the
distribution over the year.

• This study is mainly based on the actual received signal
power and rain rate data measurements, which make the
findings practically sound.

• While deep learning in many main fields has achieved
several milestones, but the black box aspect of
deep learning impedes its comprehension significantly
because of its nonlinear nature. As a result, this study
attempts to unravel every black box in the deep learning
networks that have been introduced.

This paper is organized as follows: Section II provides
an overview of the experimental set up over three sites.
Section III provides detailed information on the proposed
deep learning models, and Section IV discusses the results
obtained from the experimental results and proposed models.
The conclusions are presented in Section V.

II. EXPERIMENTAL SETUP
This study addresses three experimental scenarios such as
terrestrial links in South Korea, satellite links in South Korea,
and terrestrial microwave links in Ethiopia. The impact of
different network factors such as operational frequencies,
geographical locations, and link distances, on rainfall mon-
itoring over the various links is analyzed in these experiment.

A. TERRESTRIAL LINKS MEASUREMENT CAMPAIGN IN
SOUTH KOREA
The terrestrial experimental networks were established
in Icheon, South Korea, between the Khumdang tower
(37.135669◦N 127.5156◦E, Korea Telecom, KT station) and
the Icheon tower (37.147103◦N 127.548561◦E, National
Radio Research Agency, (RRA) station) for rainfall rate
and received signal power measurements at interval time of
10-seconds.

The above link has a 3.2 km path length and oper-
ates at 18 GHz with horizontal and vertical polarization
and 38 GHz carrier frequencies with vertical polarization.
Similarly, the E-band (75 GHz) link is between the same
Icheon tower and EMS Dong Yoksang station (37.197◦N
127.426◦E), at a link distance of 0.1 km. The received sig-
nal power and rain rate data were simultaneously collected
at the receivers over four years over the above links. The
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FIGURE 1. Back-haul microwave link between Furi and Addis Ababa, Ethiopia.

detailed link profile and the experimental setups are given
in [43], [44].

B. SATELLITE LINKS MEASUREMENT CAMPAIGN IN
SOUTH KOREA
The RRA installed a satellite link experimental setup at the
building of the Radio Promotion Association (37.545903◦N
126.883◦E) Dong-13 na-gil, Yangcheon-gu, Seoul, Republic
of South Korea. The beacon receiver measures the received
signal level power in the 12.25 and 20.73 GHz frequency
bands of the Korea Sat-6 satellite with an antenna diameters
of 1.8 m. The detailed rainfall, received signal power mea-
surements, and link profile specifications are given in [45].

C. TERRESTRIAL LINK IN ETHIOPIA
Experimental data collection of the received signal level
for the terrestrial line-of-sight link between Furi and Addis
Ababa was conducted in collaboration with Ethio-telecom
at a 15-minute sampling rate. Records for the minimum,
average, andmaximum values were collected. The link is ver-
tically polarized at an operating frequency of 11GHz and path
length of 16.42 km. Measurements were taken over a period
of ten months between 2015 and 2016. The data collection
was based on the existing terrestrial link set up betweenAddis
Ababa (08.52582◦N, 38.41125◦E as the receiving (Rx) site
and Furi (09.01067◦N, 38.44504◦E as the transmitting (Tx)
station. The heights provide sufficient clearance, as seen in
the path profile in Fig. 1, and detailed link parameters for
the radio propagation network are also provided in Table 1.
In addition to the received signal power measurements of
the link, raw rainfall data were collected by the National
Meteorological Agency of Ethiopia at intervals of 15 min for
the same period of the received signal level for target training
and validation of the deep learning algorithms.

The expected received signal power Pr (t) is computed
using the following formula:

Pr (t) = Pt (t)+ Gt (t)+ Gr (t)− FSL−At (1)

where Pt (t) is the power from the transmitter usually
expressed in terms of dBm; At is the total attenuation loss
due to atmospheric gases, vegetation, buildings, clouds, rain,

TABLE 1. Link profile parameters for microwave link in Ethiopia.

and fogs: Gr (t) is the receiver antenna gain; Gt (t) is the
transmitter antenna gain: FSL is the free space path loss.

At = Arain + Ano-rain (2)

Arain = At − Ano-rain (3)
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FIGURE 2. Rainfall rate prediction based on artificial neural network model, where RSL is the received signal level.

where Arain and Ano-rain represent attenuation induced by
rain and attenuation from any other than, rainfall conditions,
respectively.

III. DEEP LEARNING
Artificial intelligence (AI) is transforming the world by
influencing every human being in every industry. It is the
main driver of emerging technologies like robotics, big
data, and IoT to enables human to rethink how we analyze
data, integrate information, and use the results for optimum
decision-making. Deep learning is an AI that consists of com-
putational models composed of several processing layers that
learn features of data through multiple layers of networks,
using forward and backward propagation algorithms. ANN,
convolutional neural networks, and recurrent neural networks
(RNN), are types of deep learning. In this study, we imple-
ment ANN and RNN models for rainfall monitoring from
received signal levels of terrestrial and slant links in South
Korea operating at several frequency bands, and microwave
link in Ethiopia.

A. ARTIFICIAL NEURAL NETWORK
An ANN is an intelligent system used for solving compli-
cated problems in several applications such as prediction,
optimization, modeling, simulation, pattern recognition, clus-
tering, and others. Several experiments show that an accurate
prediction can be achieved by using the ANNs [46], [47].
As shown in Fig. 2, the ANN consists of three layers: the input
layer which collects data, one or more hidden layers used to
connect the input and output layers and, an output layer that
gives computed information. A neuron is the fundamental
processing unit of ANN which performs the collection of
the inputs and production of the output. Each input is multi-
plied by connection weights, and added to biases then passed
through an activation function to get an output results using
forward pass. The predicted outputs achieved based on the
input data from the input layers are then compared with the
target output. The error between predicted and target outputs
is obtained at the end is then propagated to the input layer

through backward propagation to update the ANNparameters
for optimum results [48].

In this study, we used an ANN with three input layers
equivalent to the dimensions of the input features, such as
the minimum, average, and maximum received signal levels,
as well as one hidden layer consisting of five nodes and a
single output layer, as shown in Fig. 2. The dimensions of
the hidden nodes are determined using the general principle,
in which the number of hidden neurons is less than twice the
number of input layers [49], [50].

An ANN is a model of activation function Rj with the
input S= (S1,S2 . . ., SL) multiplied by a vector of weights
ωj = (ωj1, ωj2 . . ., ωjL) plus a node bias β j.
With an ANN, the forward pass maps the input infor-

mation S i to the target output O through the hidden layer.
The mathematical equations for the forward pass are as
follow [51], [52].

T [n]
= ω[n]TR[n−1] + β[n], 1 ≤ n ≤ N (4)

R[0] = Si (5)

R[n] =
1

1+ exp(−T [n])
, 1 ≤ n ≤ N (6)

where R[n], N , and T [n] are activation functions, the overall
amount of layers, and the transformations on the nth layers,
respectively, and the transformation parameters are given as
ω[n] and β[n] for n layers.
Back propagation has been used to minimize the errors

between the observed and expected results. Backward propa-
gation transfers the weight of the forward pass function from
the output ‘‘O’’ to the input ‘‘Si’’ in neural networks. The loss
function L(O,R) was implemented to evaluate the discrep-
ancy between the computed output ‘R’ and target output ‘‘O’’.
The mean real squared error regression analysis was applied
to the loss function as follows: [53]:

L(O,R) =
1
2m

m∑
m=1

(|O− R|2) (7)

In this study, ‘‘0,’’ ‘‘1,’’ and ‘‘2,’’ are used to represent the
input, hidden, and output layers, respectively. The number of
units is three, five and one for the input, hidden, and output
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layers, respectively. For our proposed models, the data were
split into 85% and 15% for training and testing, respectively.
The Korean data contain 3 × 216 480 sample-input received
signal level elements and 2164 800 samples of the target
rainfall rate. As shown in Fig. 2, we developed three input
feature elements: minimum, average and maximum received
signal levels, and five nodes in the hidden layer. Thus, the bias
of the ANNs is β[1], the transformation T [1], the weights of
the ANN inside the hidden layer are (5, 3), and the result
of hidden layer R[1] vectors are (5, 1). The transformation
T [2] and the final result R[2] are (1, 1) vectors which can be
mathematically presented as:

T [1]
1
T [1]
2
...

T [1]
5

 =

ω
[1]
1,1 ω

[1]
1,2 ω

[1]
1,3

ω
[1]
2,1 ω

[1]
2,2 ω

[1]
2,3

...
. . .

...

ω
[1]
5,1 ω

[1]
5,2 ω

[1]
5,3


 s1s2
s3

+

β
[1]
1
β
[1]
2
...

β
[1]
5

 (8)

R[1] =


R[1]1
R[1]2
...

α
[1]
5

 (9)

[
T [2]

]
=

[
ω
[2]
1,1 ω

[2]
1,2 ω

[2]
1,5

]

α
[1]
1
α
[1]
2
...

α
[1]
5

+ [ β[2]] (10)

R[2] =
1

1+ exp(−T [2])
(11)

where ωjn
[1] denotes weights of the hidden layers, ωjn

[2]

represent the weights of the output layers, and β j[1], β j[2] are
the biases. The Tj

[1] vector indicates the input to the output
layer, and Tj

[2] shows the results of the forward transmission.
Once the inputs have been transmitted to the outputs

through the forward pass, the target output is compared with
predicted output and then the error value is evaluated, finally
parameters such as bias and weight are updated through
reverse propagation to obtain optimumperformance [54]. The
stochastic gradient descent function is applied to update the
weights and biases of the networks, as given in the following
equations:

ω[n]
+ = ω[n]

− kdω[n], 1 ≤ n ≤ N (12)

β[n]+ = β[n] − kdβ[n], 1 ≤ n ≤ N (13)

where ω[n] and β[n] denote the weight and bias matrices,
respectively, while ω[n]

+ and β[n]+ represent the update of
weight and bias matrices, respectively. dω[n] and dβ[n] are
the derivatives of the weight and bias, respectively, while k
indicate the learning rate.

The derivation of the loss function is a measure of rate of
change of the loss function based on the variation in its input
value. Moreover, the gradient shows the level to which the
input parameters need to vary in order to minimize the losses,

as given below:

dT [n]
=
∂L(O,R[n])
∂T [n])

= R[n] − O, 1 ≤ n ≤ N (14)

dω[N ]
=
∂L(O,R[N ])
∂T [n])

∂T [n])
∂ω[n])

= dT [n]R[n]
′

, 1 ≤ n ≤ N

(15)

dβ[n] =
1
m
dT [n], 1 ≤ n ≤ N (16)

dT [n−1]
= dω[n]′dT [n]g[n]([n]), 1 ≤ n ≤ N (17)

B. LONG SHORT TERM MEMORY (LSTM)
LSTM is a special type of RNN with memory structures that
are well-known for learning long-term data. When dealing
with long-term dependencies, traditional ANNs do not relate
previous information to the current time steps. However,
LSTM was developed to overcome these issues [55], [56].
In this study, we considered the standard LSTM, widely
applied for sequence-to-sequence modeling with long-term
memory. This maps the input features x(t) to the output
prediction h(t) from forward pass through a number of hidden
variables that have many functions. This is to model past
dependencies of the dataset as illustrated in Fig. 3. The LSTM
gate variables of the networks are the forget gate f (t), input
gate i(t), candidate vector gate v(t), output gate o(t), hidden
layer h(t), and memory cell state c(t) [57], [58]. The forget
gate removes out unwanted data from the memory whereas
the input gate determines whether the present incoming data
is provides new information to the network, and the output
gate decides what to output. The derivations of the forward
and backward propagation of our LSTMmodel are discussed
in the next section.

1) FORWARD PROPAGATION
The activation functions of the forget gate, the input gate
and output gate are implemented using a sigmoid function
whereas the candidate vector gate which updates the cell state
vector is realized using the tanh function. These activation
functions are determined using the following equations for
the forget gate Tf , input gate Ti, candidate gate Tv, output gate
To, cell state Ct , and predicted output ht . In addition, we have
simplified the notation of the tanh and the sigmoid function
using the symbols T and S, respectively.

Tf = wfx · xt + wfh · ht−1 + bf (18)

Rf = S(Tf ) (19)

Ti = wix · xt + wih · ht−1 + bi (20)

Ri = S(Ti) (21)

Tv = wvx · xt + wvh · ht−1 + bv (22)

Rv = T(Tv) (23)

To = wox · xt + woh · ht−1 + bo (24)

Ro = S(To) (25)

Ct = Ct−1Rf + Ri · Rv (26)

ht = Ro · T(Ct ) (27)
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FIGURE 3. Structural representation of the LSTM model used.

where ht−1 is the previous state hidden vector, X (t) is the
input vector, b is the bias and w is the weight for each gate
respectively.

L(h, y) =
1
2m

m∑
m=1

(|h− y|2) (28)

where y is the target output and h(x) is the predicted output.

2) BACKWARD PROPAGATION
Deriving the gradient through backward propagation through
time at time stamp t using the chain rule is given below. The
gradient passed down by the LSTM cell is:

e =
dL
dht
= ht − y (29)

The gradient with respect to the output gate

dRo =
dL
dht
·
dh
dRo
= e · T(ct ) (30)

The gradient with respect to ct :

dc =
dL
dht
·
dh
dc
= e · Ro · (1− T2(ct )) (31)

The gradient with respect to i:

di =
dL
dc
·
dc
di
= e · Rv · Ro · (1− T2(ct )) (32)

The gradient with respect to v:

dv =
dL
dc
·
dc
dv
= e · Ri · Ro · (1− T2(ct )) (33)

The gradient with respect to f :

df =
dL
dc
·

dc
dct−1

= e · ct − 1 · Ro · (1− T2(ct )) (34)

The gradient with respect to ct−1:

dct−1 =
dL
dc
·

dc
dct−1

= e · Rf · Ro · (1− T2(ct )) (35)

The gradients with respect to weights and biases:

dwox = e · T(ct ) · S(TO) · (1− S(TO)) · xt (36)

dwoh = e · T(ct ) · S(TO) · (1− S(TO)) · ht−1 (37)

dbo = e · T(ct ) · S(TO) · (1− S(TO)) (38)

dwfx = e · Ro · (1− T2(ct )) · ct−1 · S(Tf ) · (1− S(Tf )) · xt
(39)

dwfh= e · Ro · (1−T2(ct )) · ct−1 · S(Tf ) · (1−S(Tf )) · ht−1
(40)

dbf = e · Ro · (1− T2(ct )) · ct−1 · S(Tf ) · (1− S(Tf ))
(41)

dwix = e · Ro · (1− T2(ct )) · Ri · S(Ti) · (1− S(Ti)) · xt
(42)

dwih = e · Ro · (1− T2(ct )) · Ri · S(Ti) · (1− S(Ti)) · ht−1
(43)

dbi = e · Ro · (1− T2(ct )) · Ri · S(Ti) · (1− S(Ti)) (44)

dwvx = e · Ro · (1− T2(ct )) · Rv · S(Tv) · (1− S(Tv)) · xt
(45)

dwvh = e · Ro · (1− T2(ct )) · Rv · S(Tv) · (1− S(Tv)) · ht−1
(46)

dbv = e · Ro · (1− T2(ct )) · Rv · S(Tv) · (1− S(Tv)) (47)

The updates of weights and biases achieved through back-
ward propagation are given by the following equations:

wmn = wmn − dwmn (48)

bm = bm − dbm (49)

where m represents o, f , i, v and n represents xt , ht−1
respectively.

IV. RESULTS AND DISCUSSIONS
The complementary cumulative distribution function (CCDF)
and probability density function (PDF) of stochastic data
usually provide convincing evidence by determining key
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parameters such as the frequency of occurrence, mean, stan-
dard deviation and other statistical information embedded in
the data. To determine the CCDFs and PDFs from actual
measurements, we have used rain data collected using a
disdrometer over a period of four years and 10 months data
in South Korea and Ethiopia, respectively. Only the rainfall
intensities and signal level data with values different from
zero were used and processed to determine the statistical
distributions. The actual received signal level and rainfall
were used as inputs and targets for training and validation
of the deep learning. The statistical distributions (CCDF and
PDF) of the rainfall rate generated using deep learning (ANN
andLSTM) techniqueswere comparedwith the actual rainfall
measurements.

A. COMPLEMENTARY CUMULATIVE DISTRIBUTION
FUNCTION (CCDF) COMPARISON OF DEEP
LEARNING BASED GENERATED RAIN
WITH MEASURED RAINFALL
In radio network planning, the CCDF is an important tool for
determining the link budget availability indices in horizontal
and slant links designs. The availability indices usually con-
sidered in link budget planning are 99.99 % or 0.01% of the
time exceedance of the annual rainfall distribution [59], [60].
However, based on the severity of the rainfall conditions at a
particular site 99%, 99.9%, and 99.999% of time exceedance
also considered for the fade threshold evaluation of link
budgets.

FIGURE 4. Comparison of complementary cumulative rainfall distribution
functions generated by ANN and LSTM models and actual measurements
over horizontal links in South Korea.

Fig. 4 presents the CCDF comparison of rainfall intensity
obtained frommeasured and generated rain rate data using the
proposed deep learning techniques for terrestrial line-of-sight
links in Icheon, South Korea. From Fig. 4, it is clear that
the CCDF generated using LSTM at an operating frequency
of 38 GHz gives the best fit to the measured data compared
to the generated CCDF at 18 GHz and 75 GHz frequencies.

Also the CCDF generated using LSTM gives better fit to the
measured data compared to the generated CCDF using ANN.

FIGURE 5. Comparison of complementary cumulative rainfall distribution
functions generated by ANN and LSTM models and actual measurements
over satellite links in South Korea.

Fig. 5 shows the CCDF comparison of rainfall rates for
satellite links in South Korea. From Fig. 5, it is observed
that the CCDF obtained from the generated rainfall data
using deep learning underestimates the measured rainfall rate
CCDF. This is owing to the fact that the slant link radio
wave signals penetrate the whole troposphere, which contains
different no-rain atmospheric elements. Therefore, the cor-
relation between rainfall and rain-induced attenuation is not
strong in satellite links compared to terrestrial links.

FIGURE 6. Comparison of complementary cumulative rainfall distribution
functions generated by ANN and LSTM models and actual measurements
over horizontal links in Ethiopia.

Fig. 6 shows the rainfall rate CCDF of the microwave link
in Ethiopia between Addis Ababa and Furi at 11 GHz carrier
frequency over a link distance of 16.4 km. From Fig. 6, it is
observed that the CCDF from the LSTM-generated rainfall
data provides the best fit to the actual rainfall measurement.
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This is due to the longer link length; the longer the link,
the higher the rain attenuation, which increases the total
attenuation of the link and provides a more suitable rainfall
prediction.

FIGURE 7. Probability density function comparison of rainfall rate
generated by ANN and LSTM models and actual measurements over
horizontal links in South Korea.

FIGURE 8. Probability density function comparison of rainfall rate
generated by ANN and LSTM models and actual measurements over
satellite links in South Korea.

B. PROBABILITY DENSITY FUNCTION COMPARISON OF
GENERATED WITH ACTUAL RAINFALL RATE
Figs. 7,8,9 show the PDFs of actual rainfall data recorded
and generated rain data using the ANN and LSTM for the
terrestrial and satellite links in South Korea, and terrestrial
microwave link in Ethiopia, respectively. From Fig. 7, which
shows the terrestrial links in South Korea, it is clearly seen
that the generated LSTM model PDF gives a better fit to
the actual PDF compare to the PDF generated from the
ANN model at the same operating frequency. In addition,
the 38 GHz carrier frequency gives a better fit to themeasured

FIGURE 9. Probability density function comparison of rainfall rate
generated by ANN and LSTM models and actual measurements over
microwave link in Ethiopia.

rainfall PDF. This is owing to the fact that higher frequency
signals are more sensitive to rainfall. However, the rain rate
generated at E-band (75-GHz) gives poorer fit to the mea-
sured rainfall rate than 38 GHz owing to its lower wavelength
compared to the raindrop diameter.

Fig. 8 shows the PDF of rainfall at the slant link in South
Korea, where the generated PDF distribution of rainfall over
the satellite link gives less closer than the measurement com-
pared to the terrestrial link. This is because of the impact of
the complex non-rainy atmospheric elements, such as clouds,
gasses and turbulence, through which the satellite link signals
propagate in the troposphere.

Fig. 9 shows the measured and generated PDF distribution
in Ethiopia. The results show a well-fitted distribution due to
longer link length. The longer the link distance, the greater
is the attenuation due to rain. In addition, LSTM-generated
rainfall gives a better fit to the measured PDF compared to
the ANN equivalent.

In general, the rainfall rates generated from the terrestrial
links provide better fit than the slant links. The links with
a lower frequency and shorter link length have a smaller
attenuation under the same weather conditions, which may
influence the rainfall monitoring results. The LSTM model
gives better predictions than the ANN model for the same
link distance and operating frequencies.

C. RAIN RATE GENERATION USING DEEP LEARNING
Fig. 10 and Fig. 11 show the measured and sample-generated
rainfall rate events against received signal levels at 38 GHz
of the terrestrial link using ANN and LSTM learning mod-
els, respectively. Rainfall events were recorded on July 6th,
2016 in South Korea. It is clearly observed that as the received
signal level (RSL) values decrease, the corresponding rainfall
rate values increase, that is, high attenuation of the signal
power indicates higher rainfall. The figures illustrate that the
measured and predicted rainfall rates are well fitted up to
50 mm/h and undermine the measured rainfall rate above
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FIGURE 10. Time series rainfall from artificial neural network (ANN)
generation and actual rain data against time variation of measured
received signal level along the path.

FIGURE 11. Temporal variation of long short-term memory (LSTM)
generated and measured rainfall rate with respect to the variation of
measured received signal level along the path.

50 mm/h. The performance evaluations of the two models are
presented in Table 2.

D. PERFORMANCE ANALYSIS
To evaluate the performances of the ANN and LSTMmodels,
we implemented the goodness of fit functions, whichmeasure
how well the generated rain data from the models fit the
measured rainfall data. The goodness of fit functions are:
the coefficient of determination (R2), root-mean-square error
(RMSE), and correlation coefficient (CC), respectively. They
are considered as evaluation metrics, and their corresponding
equations are defined in [1] as follows:

RMSE =

√√√√ 1
N

N∑
i=1

(Rp(i)− Rm(i))2 (50)

TABLE 2. Performance evaluation metrics for ANN and LSTM models at
different links frequencies and locations.

R2 = 1−

∑N
i=1(Rm(i)− Rp(i))

2∑N
i=1(Rp(i)− Rm)2

(51)

CC =
(Rp(i)− Rp)(Rm(i)− Rm)√∑N

i=1(Rp(i)− Rp)2
√∑N

i=1(Rm(i)− Rm)2
(52)

where Rp and Rm are the predicted and measured rainfall
rate, respectively, whereas Rp and Rm are the mean values of
predicted and measured rainfall rate, respectively.

Table 2 tabulates the performance evaluation metrics on
different links operating in South Korea and Ethiopia at var-
ious operating frequencies for ANN and LSTM models. The
calculated performance results in terms of RMSE , R2 and CC
are valid and show the LSTM over performs an ANN model
over all links.

FIGURE 12. Loss function during training time of terrestrial links at
38 GHz using ANN.

Fig. 12 and Fig. 13 show the loss functions of the ANN and
LSTM network architectures, respectively, for the 38 GHz
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FIGURE 13. Loss function during training time of terrestrial links at
38-GHz using LSTM.

bands over a horizontal link in South Korea. The loss func-
tions for the training dataset were much lower than those for
the validation dataset. This indicates that the proposed deep
learning networks do not overfit the training phase.

V. CONCLUSION
This study investigates the application of wireless telecom-
munication networks for monitoring rainfall rates in South
Korea and Ethiopia. Explicitly, the aim of this study is
to investigate the rainfall generation from terrestrial line-
of-sight links at 18, 38, and 75 GHz operating frequencies,
and from satellite links at 12.25 and 20.74 GHz frequency
bands in South Korea. We also investigated results from a
microwave link at 11 GHz in Ethiopia using a deep learning
approach. Four years and ten months of measured received
signal level and rainfall rate data were collected during the
rainy season in South Korea and Ethiopia, respectively, and
were used for training and validation of the ANN and LSTM
models.We then compared the experimental results of rainfall
rate distribution with the rainfall rate distribution generated
from two deep learning models (ANN and LSTM). From
the results, it is observed that the terrestrial links provide
better predictions than satellite links because of the impact of
non-rainy atmospheric factors through which the satellite link
radio wave propagates, and the LSTMmodel outperforms the
ANN model. In general, links with higher frequencies have
higher rain attenuation than those with lower frequencies
and are more appropriate for monitoring rainfall. However,
the 38 GHz band is more accurate at higher rainfall rates than
the 75 GHz band because the wavelength of the 75 GHz band
is shorter than the raindrop size. Although more experiments
are needed to validate these conclusions, the opportunistic use
of extensively distributed wireless telecommunication net-
works has significant potential for global rainfall monitoring.
In general, the findings will benefit the area of hydromete-
orology, agriculture, climate monitoring, and natural disas-
ter warning at locations where rain data are insufficient or
unavailable.
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