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ABSTRACT In this research, biometric authentication, which has been widely used for different purposes in
the last quarter-century, is studied. Dorsal hand veins are used for biometric authentication. ‘‘Deep learning’’
(DL) and ‘‘generative adversarial networks’’ (GANs) are used together as keys in the study. A DL-GAN
is obtained by combining deep learning and GAN. The developed DL-GAN method is tested on two
separate databases. The adversarial network (DL-GAN) method is developed to increase the authentication
process’s proportional value. For identity verification, dorsal hand veins with biometric physical properties
are used. A multistep approach is used for selecting hand dorsal features, including preimage processing and
effectively identifying individuals. The deep learning productive antinetwork method is used to effectively
identify individuals based on the information obtained from the dorsal hand vein images. For the test in
the study, two open access databases are used. These databases are the Jilin University - dorsal hand vein
database and the 11K hands database. The results of the experiments performed on the dataset related to the
dorsal hand vessels show that the DL-GAN method reaches an identity accuracy level of 98.36% and has an
error rate of 2.47% and a standard accuracy of 0.19%. The accuracy of the experimental results in the second
dataset is 96.43%, the equal error rate is 3.55% and the standard accuracy is 0.21%. The improved DL-GAN
method obtains better results than physical biometric methods such as LBP, LPQ, GABOR, FGM, BGM and
SIFT.

INDEX TERMS Security, identification, biometrics, detection system, hand veins, deep learning, generative
adversarial network.

I. INTRODUCTION
In today’s world, the individual authentication process is
widely used for security purposes. This identity verification
technique is considered an innovation brought by modern
technology. This innovation uses many different techniques
and methods to verify identity to increase security in many
areas. Among these different techniques, the biometric
authentication technique is the most popular and used world-
wide. It is an authentication process using personal biometric
properties. The commonly used person physical biometric
measurements are fingerprints [1], irises [2], palm prints [3],
faces [4], speech [5], retinas [6], and palm print-based sys-
tems [7] for identification. There are also nonphysical or
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behavioral biometric properties, such as handwriting, psy-
chological conditions, DNA, and gait.

Biometric methods can be based on a person’s face, but the
accuracy of these face recognition methods depends on the
state, gesture, and brightness of the image. In biometric meth-
ods based on face image processing, many factors play a role.
We canmention the feeling inside the image, the person’s age,
the quality of ambient light, and the imaging angle [8].

Another important biometric method is the classical use of
fingerprints, but thesemethods have challenges. For example,
the fingerprints of elderly people or people such as workers
are difficult to recognize. Hard work and physical activity
in some occupations cause people to lose their fingerprints,
and identifying them with these methods is challenging [9].
In some cases, people intentionally destroy their fingerprints
temporarily or permanently with acid or burns to make them
difficult to identify in criminal activities [10].
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An appropriate method for identifying people is to use
iris information. The iris authentication method has high
accuracy, but unfortunately, it faces challenges. Iris biometric
detection requires specific cameras, hardware, and substrates
necessary for this method and has made its use costly [11].
Palm line information is one of the most widely used meth-
ods of identifying individuals. Studies show that the groove
pattern and even the hand arteries can be unique and identify
individuals with great accuracy. This method can use tissue
features such as wrinkles, bumps, and the human palm folds
for identification [12], [13]. Different palm printing features,
such as geometric features, lines, and wrinkles in other peo-
ple, have different and unique patterns. These methods can
be used in biometrics and individual identification. Palm
prints have various features in terms of vascular location
and fingerprints and a set of features that can be used for
identification. To analyze hand images, blood vessels can
be used, and fingerprints or hand grooves can be used in
printing [14], [15].

Fingerprint recognition or hand printing has been con-
sidered in many security applications. Compared to other
human physiological features, fingerprints and palm prints
are important factors in identifying individuals.

Most studies focus on texture-based, line-based, subspace
learning-based, correlation filter-based, local descriptor-
based, and orientation coding-based methods [16]. Palm
scratch information can be affected and unusable in some
hard workers, such as workers and miners. Information on the
palm’s grooves can be subject to change or tissue damage, but
the pattern of the arteries in the hand has a very stable pattern.
The veins in the hand consist of two parts, the back and the
palm. Using patterns of arteries and veins on the hand’s back
is a sure method of identification and cannot be forged [17].
The palm veins are more difficult to distinguish from the back
of the hand because the palm has denser tissues than the back
of the hand. An appropriate method for detecting hand veins
is to use infrared cameras. With these cameras, one can then
make contact with a certain surface and read the pattern of
the hand’s veins. The advantage of this identification method
is that unlike manual printing methods, the person does not
need to contact the surfaces.

II. HAND BIOMETRIC
Many features are used for security hand biometric authenti-
cation. Its use has been widely preferred in recent years due to
its effective authentication feature and its accuracy [18]–[22].
One of the biometric features of the human hand is palm
lines and vein marks. It is used in authentication for security
purposes and biometric identities because it is difficult to
replicate personalized avatar traces and vessels [23]–[26].

Apart from hand properties, there are other important bio-
metric properties. One of them is dorsal hand veins [27]–[29]
and palm veins [30], [31], and hand vein biometry and authen-
tication are also used in many parts of daily life. The main
areas of use are airports, banking systems and everywhere
where security is high. This new biometric technique is safer

than other conventional biometric techniques. New biomet-
ric techniques brought by technology are also becoming
widespread with new techniques daily. The main of these is
hyperspectral technology [32]–[35]. By combining the hyper-
spectral mode and technology with the biometric features of
the other hand, higher security identification systems can be
obtained [36], [37].

The hyperspectral method or technique uses spectral infor-
mation on a biometric hand image. This additional spectral
information includes the dermal skin layers, epidermal layers,
absorption coefficient, and hemoglobin. Thus, the reliabil-
ity of identification is increased [36]. It is challenging to
change and imitate the information obtained depending on
the skin [37]. Specific knowledge, which is linked to that
person’s skin, can be obtained using infrared and thermal
cameras [38]. The spectral information obtained is used as a
supplement to the hyperspectral information. The advantage
of this is that it increases the accuracy rate in obtaining
the person’s biometric properties and correctly determining
identity.

The hyperspectral technique, which has a high-reliability
feature, has two types: single spectral and multispectral. For
a single spectrum palm, Fei et al. [39] and Zhang et al.
used multispectral data [40], as did Hong et al. [41].
Huang et al. [29] performed adorsal hand vessel studies
[42]–[44], and Chuang [45] used hyperspectral techniques to
improve dorsal hand biometry.

Other studies include hand biometric measurements in
tissue analysis [46], [47], Liu et al. [48], palm scar lines,
Wu et al. [49] proposed the CompCode (competitive code)
technique, and Xu developed it into CompCode [50]. For the
dorsal hand vein, Xu et al. [51] used LBP for the local SIFT
and the dorsal hand vein according to the Gabor filter by
Wang et al. [52] and designed filter banks to recognize the
dorsal hand vein.

The refraction factor is significant for improving biometric
hand image quality [53]–[55]. It is essential that the cameras
used to obtain high-quality biometric hand images are of high
quality and have good calibration [56]. Wang and Wang [57]
also found that biometric hand edge background lines effec-
tively determine biomechanical hand features.

A. RELATED WORKS
In the literature, dorsal vein detection methods generally
follow similar procedures such as preprocessing, feature
extraction, and similarity measurement. These methods can
be roughly divided into two groups according to their char-
acteristics of showing vascular patterns: shape and texture.
The first type focuses on shape features derived from the
structural composition of the hand vein network to identify
individuals. In some studies and early searches, the positions
and angles of short straight vectors [58] and small points
[59]–[61] are used to describe the distinction between ves-
sel shapes, including endpoints and intersections. Zhu and
Huang [62] proposed a graphical representation of the vessel
shape for recognition, which simultaneously encodes both the
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resemblance of information and line segments with a single
model. For the latter, as a function to discern various per-
sons, region of interest (ROI) text is extracted from the vein
image. Textures may be used in the initial analysis of both
main components (PCA) [63] and linear discriminant analy-
sis over the whole image (LDA) [64] and local binary models
(LBP) [65] and scale-invariant feature transform (SIFT) in
certain areas [66]–[68]. These methods described above can
also be categorized on a general and local basis in terms of
how to extract the functions. To assess similarity, systematic
methods use tissue or shape details of the dorsal artery as a
whole, and PCA [64], LDA [63], and graph [62], [69]-based
methods belong to this pattern. However, they seem to be
susceptible to changes in light, distortion, and obstacles that
induce output degradation. Local elements that remove tex-
ture or form, including LBP and SIFT, features in a particular
area are more resistant to these factors and dominate such a
problem.

Coding methods also attempt to encode and encrypt image
information, and examples of these methods are the use of
wavelet and GABOR filters. Hybrid approaches use two or
more methods. Combined methods use the various benefits
of authentication methods. D. Huang, X. Zhu, Y. Wang, and
D. Zhang [70] presented a fractal dimension box-counting
method for identification based on the pattern of venous
vessels. In biometric systems, feature extraction from images
is regarded as the most important step. Their experimental
studies, based on data from the Bosphorous dorsal venous
database, indicate that, relative to other known methods, their
proposed approach has positive and encouraging outcomes.
The advantage of this method is the use of a back struc-
ture for authentication, which increases its accuracy, and the
main challenge of this method is the high complexity of the
method. Y. Aberni, L. Boubchir, and B. Daachi [71] presented
palm vein recognition based on a competitive coding scheme
using a multiscale local binary pattern with ant colony opti-
mization (ACO). The ant colony algorithm in their method
allows possible blocking points related to image quality or
contrast problems that can be seen with images from the
near-infrared spectrum to be ignored. Images are then pre-
processed and sorted using the MLBP method by a compet-
itive coding program. Experimental results obtained in the
MS-PolyU database have shown that the proposed method
has high accuracy in identifying individuals. O. Alpar [72]
proposed a new fuzzy curvature method for detecting hand
veins by thermal imaging. In their method, first, the arm
image taken by a thermal camera is divided into two parts
and filtered by a Gaussian high-pass filter to smooth and
enhance the contrast. The fusion method by the fuzzy infer-
ence system as an expert system can be expressed as the main
topic in infrared thermal imaging. Despite the high accuracy
of this method, their proposed mechanism requires special
hardware, and its implementation cost is high. In F. Liu,
S. Jiang, B. Kang, and T. Hou [73], a recognition system for
partially occluded dorsal hand veins using improved biomet-
ric graph matching was presented. An important advantage

of this method is that some of the dorsal parts may be lost
due to damage, pigmentation, or tattooing and affect the
identity of individuals. In this method, they are reconstructed.
Their experimental results have shown that the error rate and
accuracy of this method are desirable, and if a person uses
tattoos, this method can identify the person. In A. Achban,
H. A. Nugroho, and P. Nugroho [74], wrist hand vein recog-
nition using a local line binary pattern (LLBP) was used to
identify an individual based on hand vein information. This
study tries to use the local line binary pattern method in the
feature extraction stage. In this study, the data of 50 individ-
ual datasets taken directly with infrared cameras were used.
Their experiments showed that the accuracy of this method
is approximately 96.50%. H. Qin, M. A. El Yacoubi, J. Lin,
and B. Liu [75] presented an iterative deep neural network
for hand vein verification. This paper proposed an iterative
deep belief network (DBN) for deriving vessel characteristics
based on primary tag data. Samples were generated automat-
ically using very limited prior knowledge and are repeatedly
modified by DBN. The resulting venous features were used
to reconstruct the training dataset, according to which the
network was retrained. Experimental results in two general
databases showed that their proposed method is effective,
but its accuracy depends heavily on prototypes for train-
ing. R. Garcia-Martin and R. Sanchez-Reillo [67] presented
vein biometric recognition on a smartphone. In R. S. Kuzu,
E. Piciucco, E. Maiorana, and P. Campisi [77], on-the-fly
finger vein-based biometric recognition using deep neural
networks was introduced. They introduced a deep learning
architecture capable of capturing the structure of a finger
vein using a set of low-cost cameras. In this study, a diag-
nostic framework using convolutional neural networks was
proposed. Experimental results showed that the accuracy of
this method is high, but an important challenge is the need to
use additional cameras to implement the design.

For feature extraction, there are two categories: texture-
based and shape-based [69], [78]. The first category uses
tissue changes and tissue statistical characteristics for iden-
tification. For example, Li and Kang introduced several
improved local binary pattern (LBP) models to define the
characteristics of ship models [79], [81]. Premalatha and
Kumar examined local phase quantization (LPQ) and its
alternatives to determine an identifier for individual iden-
tification [82], [83]. Wei used hyperspectral images of the
dorsal hand vein to extract discriminative local features [84].
The improved model of the scale-invariant feature trans-
form (SIFT) method was implemented by Wang for use
in cross-device hand vein recognition [85]. To minimize
the rotation and effects of noise and shifting problems and
to maximize the discriminatory power of feature extrac-
tion, Meng and Wang used the Gabor filter and its vari-
ants [86], [87]. In general, algorithms related to texture-based
feature extraction focus on texture changes but do not con-
sider the overall geometric shape of the ship model, therefore
leaving an area for improvement in detection accuracy [69].
Feature extraction based on tissue is not a fundamental
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distinction between individuals and is not strong for changes
in lighting conditions [78].

Deep learning is a field of study that includes neural net-
works and similar machine learning algorithms with one or
more hidden layers. In other words, it is the use of at least one
artificial neural network (ANN), and the computer obtains
new data from the available data with many algorithms.
Supervised, semisupervised or unsupervised deep learning
should be carried out. Deep artificial neural networks have
also yielded successful results with a reinforcement learning
approach [89]. Deep learning allows computational models
consisting of multiple processing layers to learn to display
data with multiple levels of abstraction. This technology
has dramatically improved the most advanced technology in
many other areas, such as speech recognition, visual object
detection, object detection, and drug and genomic detection.
In-depth learning using the reverse diffusion algorithm exam-
ines the complex structure in a large dataset to determine
how a machine should change its internal parameters used to
calculate the display in each layer of the display in the previ-
ous layer. Deep convolutional networks have revolutionized
the processing of images, videos, speech, and audio, while
recurring networks illuminate sequential data such as text and
speech [89]–[91].

Although deep learning methods generally surpass tra-
ditional handmade methods for biometric detection, there
are some technical problems and obvious issues, includ-
ing the availability of high-quality labeled training sam-
ples, high computational cost, high storage, hardware needs,
poor portability, and a complex design model. Therefore,
attempting to solve the challenges mentioned above forms the
future process of deep learning. Many new types of machine
learning problems, such as uncontrolled, semisupervised and
self-supervised learning, have been explored to reduce depen-
dence on labeled learning items. Compression technologies
such as pruning, quantization and data distillation are used to
reduce computational/storage costs. Lightweight deep learn-
ing models such as MobileNet and ShuffleNet are built for
mobile environments or to increase portability. Additionally,
many researchers are attempting to improve the interpretabil-
ity of deep learning models. In summary, deep learning tech-
nologies with their rapid development will certainly play an
important role in biometric cognition [88].

The deep learning method is only one of the methods
and successes developed based on computer systems with
a recent history [93]. This technique allows the abstraction
of more than one data point. It also consists of more than
one computational model and layer. This method is used
in many different areas including translation, voice, speech,
visual object recognition and perception. In short, biometric
identification is also widely used in the field. In addition
to these, it is also used in research fields such as medicine
and genes in industry [92]. By using the advantages of deep
learning techniques, the method extracts and completes the
features sought in studies conducted in accordance with the
purpose. Because of this feature, it can be used widely in

FIGURE 1. Overall block systems of the proposed method.

biometric applications and industry. In addition, it provides a
great advantage to users due to its natural language processing
and recognition features. [91]. Deep learning is widely used
in biometrics. Its use in this area brings great advantages.
Although the deep learning method performs well over other
methods, it has some disadvantages. The main disadvantages
are higher education human resources or qualified people,
calculation and storage cost expenses, hardware needs of
the computers used, portability and complexity. These prob-
lems constitute the problems that deep learning should solve
in the future [89]. Deep learning models have been used
extensively in electronic systems for security purposes in
recent years. The main systems are phone, computer, authen-
tication and security. [92]. Because the size of neural net-
works is critical, deep learning requires high-performance
hardware and software infrastructure. Deep learning usage
areas, positive aspects and negative aspects are given in the
resource. [94], [95].

The biometric authentication method is more reliable and
easier than other methods [92]. It offers an end-to-end learn-
ing paradigm for combining deep learning, feature extraction
and preprocessing and recognition based solely on biometric
data [93]. Among the main advantages of deep learning is a
strong learning ability, broad scope, adaptability, data-driven
nature, good transferability, etc.
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FIGURE 2. DL-GAN network for identification based on hand dorsal veins.

In this study, the technological advantages of the deep
learning method were used for authentication. These advan-
tages are automatic pattern fit features and provide an esti-
mate of the density function. GAN is the newer model of
the deep learning family. In the application, using this deep
learning feature will be compared with the applications in two
databases. Detailed specifications of Jill University and the
11K database were written. The experiments are illustrated
on the Jilin University - dorsal hand vein database (Table-1)
and the 11K hands dataset (Table-2), the most comprehensive
databases, and comparative results are achieved, which shows

the advantage of deep generative adversarial network features
over light features in dorsal hand vein recognition.

III. DL-GAN METHOD
In this article, a biometricmethod based on venous processing
is presented to identify individuals. The proposed method
uses GAN-based deep forging technology to identify indi-
viduals, as shown in Figure 2. In this article, we propose
a productive model for identifying individuals based on the
identification of the veins, which is explained in the following
method and its components.
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As shown in Figure 1, in this paper, there are seven
steps: reading the image, preprocessing, applying the thresh-
old method, generative adversarial networks, discriminators,
generator classifiers, and evaluation of the performance. All
these steps are explained in the following steps.

The framework of the proposed method for authentication
using hand vein information is shown in Figure 2.

FIGURE 3. Display of dorsal hand veins in the back of the hand with
infrared camera s.

A. INPUT IMAGES
One method for obtaining input images is to use high-
resolution IVYRISE cameras, which can be downloaded
from Amazon at a reasonable price. Figure 3 shows a view
of these infrared cameras to show the veins of people’s hands
in the image on the left. The images on the right show an
example of the veins in the dorsal hand vein of people after
the initial preprocessing. Another method is to use training
and test datasets; in this paper, we used the Jilin University -
dorsal hand vein database.

B. PREPROCESSING IMAGES
Infrared images of people’s hands are created based on
the sensitivity of these cameras to hemoglobin. The output
images of this method can be of good quality. However,
in generating these images, handshake or ambient noise can
impair the image quality. Therefore, it is necessary to perform
preprocessing on the images before deep learning. In the
proposed method, the images are first converted to gray with
a light intensity between 0 and 255, and then a median The
noise filter calculates the midpoints of a neighborhood of
light intensity to eliminate noise, and Eq (16) suggests [96]
noise f:

f = median
(i,j)∈K

{H (i, j)} (1)

where K is the number of adjacent and neighboring pixels of a
central pixel. H is accompanied by the noise of a hand image.
f is the same as the image after the median filter. Automatic
vein authentication requires preprocessing of images. If the
image quality is enhanced before authentication, the accuracy
of the authentication can be ensured. One of themainmethods
to increase the quality of images is to use the histogram chart
balancing technique. To represent the conversion function
s = T (r) to balance the image, Equation (17), which is an

integral, can be used:

s = T (r) = (L − 1)

r∫
0

Pr (w)dw (2)

where L is the highest level of light intensity in the image,
and this value is 256 in gray images. This relation can be
considered for the discrete state and can be represented as
Eq (3):

Sk = T (rk ) = (L − 1)
k∑
j=0

pr (rj)

=
(L − 1)
MN

k∑
j=0

nj k = 0, 1, 2, . . . ,L − 1 (3)

where MN is the total number of pixels in the image. nk is the
number of pixels with light intensity rk . L is the number of
levels of brightness used in the image. In the next step, after
initial preprocessing and graying of the images, it is necessary
to consider an input image, where their size is normalized to
256 by 256. In the second phase, according to the diagram
in Figure 4, with edge detection methods such as Prewitt and
Sobel, the edge and the image area of the individual’s hand
can be extracted, and this area of interest can be considered
for further processing.

FIGURE 4. From left to right, the gray image of the hand and its veins,
the image of the edge and our area of interest with Sobel edge,
the extraction of the segmentation of interest or ROC by filling the
cavities, the extraction of the veins of the hand, respectively.

The following steps can be used to extract areas of interest
in the hand and identify the pattern of veins:
• Capture frames: One hand needs to be inserted into the

device for a few seconds, and then cameras at 34 to 36 frames
can capture still images.
• ROI extraction: In this step, the image and the desired

section can be extracted by hand. Somemethods use a circular
section for extraction, but thesemethods are not very effective
because some important recognition vessels are located in
the finger. The proposed method uses gradient-based edge
detection, such as Sobel, to edge the image areas. In the
proposedmethod, small areas can be removed from the image
by thresholding the size of the hand area and filling the image
holes.
• Extraction of hand veins: Image thresholding methods

can be used to extract hand veins as input to deep learn-
ing techniques. By image thresholding, hand veins can be
detected and binary and used as a learning model in deep
forging or GAN networks.
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C. THRESHOLD METHOD
The Otsu thresholding method uses a procedure based on
statistical processes to find the optimal thresholds.

In this technique, the difference between the mean and
variance in light intensity on both sides of the thresholds is
used to find the optimal values for them. Otsu thresholding
is a definite method of determining thresholds. In this algo-
rithm, an attempt is made to maximize the amount of variance
in light intensity on both sides of the thresholds. To model
the proposed method, it is assumed that p_i is equal to the
frequency of the number of pixels that have a light intensity
of i and can be calculated according to Equation (19) [97]:

pi =
ni
N
, pi ≥ 0,

L∑
i=0

pi = 1 (4)

where ni is the number of pixels in the whole image that
has a light intensity equal to i and N is the total number of
pixels in the image. L is the light intensity that here is selected
as 255. In the simplest case, assume that there is only one
threshold such as t in the image, and this threshold in the
histogram can set the light intensity 0 to t-1 on its left. Light
intensity t to L is also on its right, and here in gray images.
In Otsu thresholding, the total weight or frequency of the two
classes to the left and right of threshold t can be calculated
as Equations (5) and (6), respectively. The sum of these two
weights to the right and left of the classes, as Equation (7),
is equal to one [97]:

w0 =

t−1∑
i=0

pi (5)

w1 =

L−1∑
i=t

pi (6)

w0 + w1 = 1 (7)

where w0 and w1 are weighted classes for the left and right
sides. In the next phase, the weighted average light inten-
sity of the left and right sides of the threshold is calculated
according to Equations (8) and (9). This mechanism can be
used to calculate the average of the two classes of left and
right thresholds, which is shown in Equation (10). Using
the weights of the two classes and the calculated average,
such as Equation (11), it is possible to define an appropriate
objective function whose goal is to maximize the optimal
threshold [56]:

µ0 =

t−1∑
i=0

i.pi
w0

(8)

µ1 =

L−1∑
i=t

i.pi
w1

(9)

µT = w0µ0 + w1µ1 (10)

f = w0.(µ0 − µT )2 + w1.(µ1 − µT )2 (11)

where µ0 and µ1 are the weighted average light intensities
in the pixels of the two classes to the left and right of

the threshold, respectively, µT is the weighted average light
intensity of the two sides of the threshold and f is the objective
function. If several thresholds such as the m threshold are
used, the objective function can be presented as a general
Equation (12) [97]:

f = w0.(µ0 − µT )2 + w1.(µ1 − µT )2

+ · · · + wm.(µm − µT )2 (12)

Here, the goal is to find the optimal threshold T ∗ =
(t1, t2, . . . , tm)∗ to maximize the value of the objective func-
tion, and these thresholds are suitable for segmentation.

D. GENERATIVE ADVERSARIAL NETWORK (GAN)
Generative adversarial networks (GANs) have two networks,
generators, and splitters. GAN is the ultimate advanced learn-
ing model [97]. Goodfellow, et al. 2014 developed some
algorithms for artificial intelligence [94]. These include GAN
networks. GAN networks are a group of algorithms for unsu-
pervised learning. The advantage of this is that they pro-
duce near-real images using the basis of game theory and a
zero-outputmodel scenario. Despite significant achievements
to date, the use of GANs for real-world problems still poses
significant challenges for all three, which we focus on here.
These include (1) creating high-quality images, (2) providing
diverse, and (3) sustainable training. However, GANs are
not without problems. Most importantly, they are difficult to
train and difficult to evaluate. Given the difficulty of train-
ing, maintaining a balance between the differentiator and the
product during training is not trivial, and it is usually normal
for the producer to learn well, that is, to fully distribute the
dataset [95].

In recent years, deep learning methods with the gener-
ative adversarial network (GAN) approach have become a
convenient tool for pattern recognition and have high accu-
racy. The contribution of this paper is using a multistep
approach including feature selection and image preprocess-
ing along with the GAN method to effectively identify
individuals based on information from dorsal hand vein
images. Biometrics-based identity verification research was
performed, and the DL-GAN method was developed and
tested in the same databases in different ways. The results
obtained from the DL-GAN were verified by different meth-
ods under the same conditions obtained and the results of the
comparison. while an approach that could create a large num-
ber of educational and artificial examples is the application of
DL-GAN. One of the areas of GAN learning is the use of this
method of image processing.

The experimental results show the advantage of deep
generative adversarial network features over light features
to discriminate dorsal hand vein networks and confirm the
inevitability of the fine-tuning step.

Generative adversarial networks (GANs), first proposed
by Goodfellow et al. in 2014, provide improvements to
sequence generation in the context of representation of input
features within a complete body of work [98]. When faced
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with generating photo quality images of real-world objects,
LSTM RNNs will recall patterns and track position within a
generated sequence but exhibit the potential to overcompen-
sate; there appears to be a limit to their ability to construct
a complete work on their own. The proposed solution in
Goodfellow’s paper adds an additional level of scrutiny to
the LSTMRNN’s sequence generation, an RNN-basedmodel
trained to critique predicted output [98]. This provides the
adversarial nature alluded to in the GAN naming convention,
which amounts to two NNs trained on the same data. The
generative adversarial network shown in Figure 5 consists of
two separate neural networks. One network is abbreviated G,
meaning generator, and the other network is abbreviated D,
which means differentiator. The G network first produces
random images. Network D examines the images and tells G
how similar the images are to the actual image [30].

FIGURE 5. Learning in the generative adversarial network.

In the initial phase, a generating model takes random noise
signals as input and produces a distorted image as output.
Gradually, with the help of the D network, it creates images
of the desired class that look real. The distinctive network,
which acts as a competitor to the generating network, takes
the generated images of the generating network along with a
specific class of real images as input and then evaluates how
much the generated images are evaluated with the real image.
After going through several stages of network operation,
we reach a point where the differentiating network cannot
recognize whether the images produced are real. This is the
point at which the generating network produces images of a
specific class (the class with which network D is trained) that
did not exist before. Deep learning is like giving a picture of
a hand to a thief. In the second step, you check this image
with your hand image and if the similarity is not confirmed,
the image will be given to the forger again and the forger will
apply some noise to it and change it slightly to increase the
level of adaptation with your image. This process of moving
the image of the hand between you and the forger goes so
far that the fake image is slightly different from the real
image. In the proposed method, training is performed at two
levels. The dorsal hand veins are noisy and then matched to
the original image to select an image that produces fewer
matching errors. In the proposed method, deep learning for
biometric training and adaptation is performed using GAN.
Generative adversarial networks have been very successful

in deep learning and image processing, and in these net-
works, high accuracy can be achieved by increasing the size
of the training data. One of the limitations of many deep
learning methods is that they require considerable training
data to achieve high accuracy. In most cases, there are not
enough training samples available. For example, data related
to the effect of manual veins may be limited, and therefore,
the chances of increasing accuracy in biometrics will decrease
as the number of training samples decreases. The advantage
of a learning GAN is that it can generate a large number
of random instances with game theory. Classifiers, such as
convolutional neural networks, usually require a large dataset
for training. The GAN method has the advantage that it can
create a large number of artificial samples for training to
increase its accuracy, which will increase the power of this
method for image classification. We present a method to
use these hostile networks, and we want to estimate whether
these artificial examples added to the main training database
images can improve the accuracy of the test database.

Class imbalance is a major issue when training deep learn-
ing algorithms to perform classification tasks on biometric
images. A common technique to address the class imbalance
in training data is to geometrically augment existing images.
Data augmentation is the use of geometric and other trans-
formations to create new images from existing images. It has
been a proven technique for improving the generalizability
of deep learning models. However, the optimal methods for
augmenting training images are often unknown to researchers
before training; hence, extensive tuning is needed. Moreover,
the number of methods for augmenting a given image is
limited, and it is impossible to create unlimited numbers of
images simply using data augmentation.

This led to the invention of generative adversarial networks
(GANs) [98]. GANs have recently received much attention
due to their ability to synthesize realistic images from white
noise vectors. The originally proposedGAN architecture con-
sists of two dCNNs competing against each other. Figure 6
shows the architecture of a GAN in the most general sense:

FIGURE 6. GAN architecture. A ‘fake’ image is generated by the generator
from a random noise vector. The discriminator is tasked with classifying
‘fake’ images from real training data.

In Figure 6, the two competing dCNNs are a generator
network that generates synthetic images from noise and a
discriminator network that discriminates real samples from
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fake ones. A common learning objective of GANs is for
the generator to ‘fool’ the discriminator with fake images
that increasingly become realistic. Mathematically, we can
express this learning objective as a minimax loss:

minGmaxD V (D,G) = Ex∼Pdata(x)[logDx]

+EzPz(z)[log(1− D(G(z)))] (13)

where x and z are the inputs for the discriminator. In Equa-
tion 13, the training objective of the discriminator (denoted as
D) is to maximize log(D(x))+ log(1−D(G(z))), the probabil-
ity of assigning correct labels to both training images and syn-
thetic (or ’fake’) images generated by the generator network
G. The generator is trained to minimize log(1−D(G(z))),
the inverted log probability of the discriminator’s prediction
of fake images. Minimization of the inverted probability
is hard to implement, and therefore, we seek to maximize
D(G(z)) instead.

The original GAN can synthesize realistic images. How-
ever, it can only randomly synthesize them and is often
susceptible to mode collapse. Mode collapse occurs when the
generator decides to select the ‘easiest’ class in the dataset
to successfully fool the discriminator. The resulting images
lack diversity, and usually, they all belong to the same class.
In practice, mode collapse occurs very often due to class
imbalance in training data. One method for addressing mode
collapse and correcting the problems appearing in uncon-
ditional image synthesis is to incorporate side information.
Conditional GAN (cGAN) is a common type of GAN that
uses a generator that conditionally generates images based on
class labels [102]. The auxiliary classifier GAN (ACGAN) is
a type of cGAN that uses an additional auxiliary classifier to
assign the correct class labels to synthesized images [100].
Figure 7 shows the general architecture of ACGAN:

FIGURE 7. ACGAN architecture.

ACGAN uses additional class labels during image synthe-
sis to not only conditionally synthesize images but also to
improve the quality of the synthesized images.

Since ACGAN includes an additional auxiliary classifier
in its discriminator, its objection functions are defined as
follows:

Ls = E[logP(S = real|Xreal)]+ E[logP(S = fake|Xfake)]

(14)

Ls = E[logP(C = c|Xreal)]+ E[logP(C = c|Xfake)] (15)

defined. In addition to producing a probability distribution
P(S|X) = D(X) over possible image sources, ACGAN’s dis-
criminator also contains an auxiliary classifier that produces
a probability distribution P(C|X)=D(X) over the class labels
of the images. Objective functions 14 and 15 are defined
as the loglikelihood of the correct image source LS and the
loglikelihood of the correct class LC.

Pix2pix is a popular variant of cGAN that is commonly
used in image-to-image translation tasks. It is built upon the
well-known segmentation network UNet and uses adversarial
learning to achieve modality transfer. In pix2pix, the gen-
erator is usually a UNet (or any other encoder-decoder net-
work), and the discriminator is a convolutional ‘‘PatchGAN’’
classifier. Unlike other cGANs, pix2pix uses a dual objective
function that combines adversarial loss with L1 loss:

G∗ = argminGmaxD LcGAN (G,D)+ λL1 (16)

E. DISCRIMINATOR
The discriminator in deep forging is a binary classifier in
which inputs are classified as real or artificial. The dis-
tinguishing architecture is based on a convolutional neural
network. It is not necessary to specify the input of the distin-
guishing section first, and here, the inputs can be considered
as Nx × Ny × Nc. In this structure, Nx × Ny is the size of
the images, which is 256 by 256, and Nc is the light intensity
channel of the images used. In gray images, Nc is equal to
one. The output that distinguishes a scalar number is zero
and one, so it is considered binary and determines whether
the image is real or fake. In most cases, a sigmoid activity
function such as Equation (17) is used in the differentiating
output. With the sigmoid function, the output can be normal-
ized between zero and one:

f (x) =
1

1+ e−x
(17)

The following settings can be used for the differentiator in the
proposed method:
• The zero layer, which is the input layer, has 256 by

256 input images.
• Hidden Layer 1: Uses 5 by 5 masks and 32 feature maps.
• Hidden Layer 2: Uses 5 by 5 size masks and uses

64 feature maps.
• Hidden Layer 3: Uses the full connection between

Layers 2 and 3.
• Hidden Layer 4: Uses the full connection between

Layers 3 and 4.

F. GENERATOR CLASSIFIER
The generator classifier unit uses a three-layer deconvolu-
tional neural network. Its output is in the form of samples
in the form Nx × Ny × Nc. The output also uses the activity
function f (x) = tanh (x), which changes in the interval
[−1, 1]. In this part of the GAN network, three layers are
active as follows:
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• Zero layers: input layer to receive noise vector
• Hidden layer one: this layer is connected to the zero layer
and learns with masks of size 5 by 5 and a feature vector
with 32 modes.

• The second hidden layer with 5 by 5 size masks and
feature vector with 32 modes

• Output layer with outputs equal to 256 by 256, the size
of the original image

The GAN deep learning network is based on game theory.
A minimization and maximization game is performed by the
manufacturer and the differentiator, respectively, as shown in
Equation (18) [101]:

min
G

max
D

V (D,G) = ExPdata(x) [log(D(x))]

+EzPz(z) [log(1− D(G(z)))] (18)

In this regard, pdata(x) are real training examples, and EzPz(z)
are artificial training examples created using the noise process
in images.

IV. EXPERIMENTAL RESULT
In this section, the implementation and results related to
the analysis of the proposed method are discussed, and the
test results are compared with several hand authentication
methods.

A. DATASET
Two different databases are used to evaluate the methods
proposed in this paper, the Jilin University - dorsal hand
vein database [74] and the 11K Hands dataset [105]. The
Jilin University - dorsal hand vein database contains several
real images and many artificial images for the analysis and
evaluation of biometric methods. The number of standard
samples in this dataset is approximately 150 training images
and 100 test images that can be used to teach the proposed
method.

The 11K hands dataset is a set of 11,076 manual images
(1, 600 × 1.200 pixels) of 190 subjects aged 18-75 years.
Each individual was asked to open and close the fingers of
his right and left hand, as it consisted of 5,680 images from
the dorsal side, including 2,892 images for the right side
and 2,788 images for the left hand, and 5,396 images on the
palm, including 2,813 images for the palm print of the right
palm and 2,583 images for the palm of the left palm. Each
hand was depicted both dorsally and palmarly with a uni-
form white background and placed approximately the same
distance from the camera. The suggested dataset contains a
large number of manual images with more detailed metadata,
as shown in Figure 8. The dataset is free for academic use.

B. EVALUATION CRITERIA
The proposed method is an authentication method and can
be analyzed and evaluated with related indicators in this
field. An indicator of the average accuracy of identification,

FIGURE 8. The 11K dataset.

the criterion of which is shown in Equation (19) [106]:

ACCMean =

Test∑
i=1

ACCi

Test
(19)

where ACCMean, ACC i, and Test are the average accuracy
of authentication, accuracy in a test, and the number of
tests, respectively. To calculate the accuracy of an experiment
formulated with ACC i, the number of matching modes can
be divided by the total number of test specimens, and the
accuracy of an experiment can be calculated according to
Equation (20) [106]:

ACCi =
recognized images
Total images

(20)

The standard deviation in the experiments is also an important
indicator of the evaluations. Reducing the standard deviation
indicates more stability of the authentication algorithm. The
standard deviation criterion is:

ACCstd =

√√√√√Test∑
i=1

(ACCi − ACCmean)2

Test
(21)

C. RESULTS AND DISCUSSION
To evaluate and implement the proposed method, we imple-
mented it on two datasets. First, the results were analyzed
on the Jilin University - dorsal hand vein database [74],
and in the next section, the results are shown on the 11K
hands dataset [105]. It can be diagnosed by similar methods,
such as (LBP) [80], local phase quantization (LPQ) [83],
Gabor [83], scale-invariant feature transform (SIFT) [86],
flamelt-generated manifolds (FGM) [107] and biometric
graph matching (BGM) [46]. Identity compared. There are
three different thresholds for Otsu thresholds in the evalua-
tions. The images are preprocessed before entering the GAN
network, and the output results are compared with the desired
methods.

Jilin University-Dorsal hand vein database results :
In Table 1, the proposed method is compared with the

LBP, LPQ, GABOR, SIFT, FGM, and BGM methods in
three indicators of accuracy (ACC), the standard deviation
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TABLE 1. Comparison of accuracy (ACC), the standard deviation of the
accuracy (STD), and equal error rate (EER).

of accuracy (STD), and equal error rate (EER) in identifying
individuals:

Experiments show that the proposed method is more effi-
cient than DL-GAN, LBP, LPQ, GABOR, SIFT, FGM, and
BGM in three indicators of accuracy, the standard deviation
of accuracy and mean error in identifying individuals because
it shows more accuracy. The proposed method has less error
and standard deviation in experiments than the compared
methods.

FIGURE 9. Comparing the accuracy of the proposed method with other
learning methods. Change rates: 6.39 max%, 1.67 min%.

Fig. 9 shows a comparison of the accuracy index of the
proposed method and other methods.

Experiments show the accuracy of the proposed method,
LBP (91.97%), LPQ (92.33%), GABOR (93.38%), SIFT
(96.69%), FGM (94.03%), BGM (95.47%) and DL-GAN
(98.36%). The proposed method ranks first in the accu-
racy index, and the BGM method ranks second. The pro-
posed method is approximately 1.67% more accurate than
the SIFT method. The worst performance in these methods
is related to the LBP method, which has an accuracy of
approximately 91.97%.

As a show Figure 10. the proposed method is compared
with other methods in the standard deviation index of accu-
racy and error, respectively. The standard deviation analy-
sis shows that the standard deviation for identification in
the proposedmethod, LBP(0.48), LPQ(0.43), GABOR(0.39),
SIFT(0.21), FGM(0.3), BGM(0.29), and DL-GAN(0.192).
The proposed method has the lowest standard deviation
among the methods, which shows the greater stability of our
proposed algorithm than other methods.

Fig. 11 shows the error of the proposedmethod, LBP(8.28),
LPQ(8.17), GABOR (7.18), SIFT (3.92), FGM(5.56),
BGM(9.89) and DL-GAN (2.47). The best performance is

FIGURE 10. Comparison of the standard deviation of the proposed
method with other learning methods. Change rates: 0.288 max%,
0.018 min%.

FIGURE 11. Comparing the error of the proposed method with other
learning methods. Change rates:7.42 max%, 1,45 min%.

related to the proposed method, and the worst performance
in the error index is related to the BGMmethod. Experiments
show that the SIFT method has the lowest possible error
compared to other methods after the proposed method.

FIGURE 12. Dorsal image preprocessing.

Figure 12. Comparing the error of the proposed method
with other learning methods. Change rates:7.42 max%,
1,45 min%.

The 11K hands dataset [105] results.
Dorsal images have a rich texture and structural features,

such as the mainline, wrinkles, triangles, and detail points.
These features are unique and different for individuals. When
collecting photos, images collected from the same finger-
prints collected at different times will have different degrees
of rotation and translation, and the size of the dorsal image
collected may also differ simultaneously. Therefore, before
extracting the feature and recognizing the dorsal image, it is
necessary to extract the effective return on the investment
area of the dorsal image that contains the main features. The
entire treatment process is shown in Figure 12. Extracting the
return on investment is amajor step, and extracting the correct
return on investment leads to image alignment, improved
feature matching efficiency, and ultimately a positive impact
on recognition results. Defining the region of interest (ROI) is
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TABLE 2. Comparison of accuracy (ACC), the standard deviation of the
accuracy (STD), and equal error rate (EER).

TABLE 3. The experimental results of the DL-GAN method are seen
according to the databases used.

an essential step in biometric identification systems. For this,
we used the same algorithm used in [108], [109] in our work.
It consists of defining the coordinate system, which makes it
possible to define the dorsal central area. As a result, there
is a subimage of the H × W rectangular investment that is
extracted afterward.

In Table 2, the proposed method based on the 11K hand
dataset is compared with the LBP, LPQ, GABOR, SIFT,
FGM, and BGM methods in three indicators of accuracy
(ACC), the standard deviation of accuracy (STD), and equal
error rate (EER) in identifying individuals:

FIGURE 13. Comparing the accuracy of the proposed method with other
learning methods. Change rates: 3.37 max%, 1,20 min%.

As shown in Figure 13, the experiments show that the
accuracies of the proposed method are LBP (92.86%),
LPQ (93.12%), GABOR (94.21%), SIFT (95.23%), FGM
(94.12%), BGM (94.23%) and DL-GAN (96.43%). The pro-
posed method ranks first in the accuracy index, and the SIFT
method ranks second. The proposed method is approximately

1.20% more accurate than the BGM method. The worst per-
formance in these methods is related to the LBP method,
which has an accuracy of approximately 92.86%. A compar-
ison of the accuracy index of the proposed method and other
methods is shown in Figure 13:

FIGURE 14. Comparison of the standard deviation of the proposed
method with other learning methods. Change rates: 0,23 max%,
0,002 min%.

As shown in Figure 14, the proposed method is compared
with other methods in the standard deviation index of accu-
racy and error. The standard deviation analysis shows the
standard deviation for identification in the proposed method,
LBP (0.41), LPQ (0.39), GABOR (0.37), SIFT (0.23), FGM
(0.31), BGM (0.28) and DL-GAN (0.21). The proposed
method has the lowest standard deviation among themethods,
which shows the greater stability of our proposed algorithm
than other methods.

FIGURE 15. Comparing the error of the proposed method with other
learning methods. Change rates: 5.68 max%, 0.33 min%.

As shown in Figure 15, experiments show the error of the
proposed method, LBP (8.42), LPQ (7.37), GABOR (7.23),
SIFT (3.88), FGM (6.23), BGM (9.23) and DL-GAN (3.55).
The best performance is related to the proposed method, and
the worst performance in the error index is related to the
BGM method. Experiments show that the SIFT method has
the lowest possible error compared to other methods after the
proposed method.

In this study, only two databases were used. There
are many different methods and databases. Some of these
are; Palmvein [110]–[112], putvein [113], dorsal hand-vein
[114], [115], multispectral palmprint [116], [117], hand [118]
and contactlesspalm [119] datasets and there are also new
applications [120], [121].
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V. CONCLUSION
In this study, a dorsal hand vein system was investigated
to verify biometric identity. Deep learning and GAN were
used together in the study. The advantage of deep learn-
ing is that we have made improvements for biometric iden-
tity verification trailer hand veins. The developed DL-GAN
method has been tested in two databases. The experimen-
tal results obtained from Jilin University database experi-
ment results show the accuracy of the proposed method,
LBP (91.97%), LPQ (92.33%), GABOR (93.38%), SIFT
(94.03%), FGM (96.69%), BGM (95.47%) and DL-GAN
(98.36%). Rate of change: 6.39 max%, 1.67 min% were
achieved. Experiments from the 11K dataset show that
the accuracies of the proposed method are LBP (92.86%),
LPQ (93.12%), GABOR (94.21%), SIFT (95.23%), FGM
(94.12%), BGM (94.23%) and DL-GAN (96.43%). Rate of
change: 3.37max%, 1.20min%have been achieved.We com-
pare our results with LBP, LPQ, GABOR, SIFT, FGM, and
BGM on the same benchmark using different experimental
scenarios. The DL-GAN method achieves recognition rates
when the discriminator size selected is 3, λ is 0.9000, and
epsilon is 1.0000e-08. With these parameters, our method
outperforms most of the others. The main reason is that the
specific data for fine-tuning are limited. In addition, com-
paredwith handmade feature-basedmethods, deep generative
adversarial network feature-based methods require little pre-
processing and are more expedient to be applied in the real
world. The advantage of the DL-GAN method is the use of
a backhand structure for authentication, which increases its
accuracy, and the main challenge of this method is the high
complexity of the method. An important advantage of this
method is that some of the dorsal parts may be lost due to
damage, pigmentation or tattooing and affect the identity of
individuals. This method has the advantage that it can create
a large number of artificial samples for training to increase its
accuracy and therefore will increase the power of this method
for image classification. The disadvantage of DL-GAN is that
it requires a large dataset, and preparing this dataset is not
easy. With the distorted hand, it is difficult to identify. If the
person loses a hand that time, it will impossible to recognize
the person. The limitations of the DL-GANmethod are that it
requires considerable training data to achieve high accuracy.
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