
Received March 28, 2021, accepted April 27, 2021, date of publication April 30, 2021, date of current version May 10, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3076833

Building Real-Time Ontology Based on Adaptive
Filter for Multi-Domain Knowledge Organization
JIANHUI ZHOU , XIAOXIA SONG, YONG LI, YUN GAO, AND XULONG ZHANG
School of Computer and Network Engineering, Shanxi Datong University, Datong 037009, China

Corresponding author: Xiaoxia Song (sxxly2002@163.com)

This work was supported in part by the National Key Research and Development Program of China under Grant 2018YFB1701703, in part
by the Natural Science Foundation of Shanxi Province under Grant 201901D111311, and in part by the Science and Technology
Program of Datong City under Grant 2019165.

ABSTRACT Multi-domain knowledge organization is an effective way of correlating cross-domain knowl-
edge or intercommunicating between cross-domain knowledge systems. As a knowledge organizationmodel,
ontology is widely used in information and management systems. To organize multi-domain knowledge,
ontologies in different domains correlate to each other directly or indirectly. Generally, matching and
integrating ontologies of different domain into a large scale ontology is the common way of directly
correlating, while building a top level ontology is the main method for indirectly correlating. As the scale
of domain ontologies get larger and larger, both direct and indirect methods become more difficult and
time-consuming. In order to improve the organization of multi-domain knowledge, this paper presents a
novel ontology organization method to build real-time ontology by adaptive filter while user presenting
requirements. Only the entities related to user requirements are integrated, while building a real-time
ontology. Firstly, the method searches domain ontologies that are related to user requirements. Then sub-
ontologies are extracted from search results by filter, and they are integrated into a new ontology under
direction of filter, i.e. real-time ontology. Finally, four criteria are introduced to evaluate real-time ontology.
The experiment results illuminate that real-time ontology perform excellently in accuracy, recall, correctness
and especially time-consuming.

INDEX TERMS Real-time ontology, multi-domain knowledge organization, ontology matching, ontology
integration, knowledge engineering.

I. INTRODUCTION
Knowledge organization is the important research topic in
knowledge engineering. As a knowledge organization model,
ontology defines domain concepts and their relationships,
which can effectively describe semantic information among
concepts [1]. With the rapidly increasing of knowledge and
the development of systems engineering, scale of ontology is
becoming larger and larger, and the requirement of organizing
multi-domain knowledge is increasing. Especially in system
of developing complex product (such as aircraft, vehicle,
watercraft, robot, etc.) [2], multi-domain knowledge organi-
zation is a fundamental tool, which can improve the effective-
ness and efficiency of knowledge management reasonably,
(such as knowledge retrieval, knowledge application, knowl-
edge sharing etc.).

The associate editor coordinating the review of this manuscript and

approving it for publication was Feng Xia .

There are two typical methods of organizing multi-domain
knowledge by ontology. One is to integrate each domain
ontology into an ontology who has lots and lots of con-
cepts and relationships [3]. This integrated ontology was
named as super-large ontology (SLO) in this paper. The other
is to build an ontology who has higher level concepts of
each domain, named as top-level ontology (TLO), by which,
domain ontologies can be correlated to each other [4].

Integrating each domain ontology into SLO is a very time-
consuming process, because the scale of SLO is too large.
Furthermore, the larger the scale of SLO is, the lower accu-
racy and recall rate of matching ontologies are, and ontology
matching is the key method of generating SLO.

Building TLO is a manual process normally. This pro-
cess requires the participation of multiple domain experts.
Maintaining and updating TLO is difficult and high-cost
particularly. To organize multi-domain knowledge, TLO and
the domain ontologies are applied together. Instantaneity of
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application is low, because TLO and each domain ontology
need to be matched at the time of application.

To further improve multi-domain knowledge organization
and avoid the disadvantages of SLO and TLO, this paper
presents a novel ontology model and a method of building
it, whose name is real-time ontology (RTO). At the time
of application, RTO is generated automatically according to
the task. In this process, the entities related to the task are
selected, and then they are integrated into RTO. RTO has
higher instantaneity, higher correctness, acceptable complete-
ness, and it is low-cost particularly.

The main contributions made in this paper are as follows:

• The novel ontology model, i.e. RTO is presented for
multi-domain knowledge organization.

• The method of building RTO based on adaptive filter is
presented and verified.

• The relevancy decay function and adaptive threshold are
presented to improve the method.

The rest of the paper is organized as follows: Section II
describes the related works; Section III clarifies the knowl-
edge organization models including SLO and TLO, and
presents RTO; Section IV elaborates the process of building
RTO based on adaptive filter; Section V shows the exper-
imental results, and evaluates the RTO; finally, Section VI
draws the conclusions.

II. RELATED WORKS
In the process of building RTO, technologies such as ontology
search, sub-ontology extraction, ontology matching and inte-
gration were implemented successively. In this section, the
research review of each technology is elaborated as follows.

A. ONTOLOGY SEARCH
As a semantic ontology search system, Swoolge contained
variety patterns of search configuration [5]. In general
pattern, feature vector was used to formalize ontologies.
Swoolge adopted the traditional inverted index model to
index the entities in ontology. Scores of each ontology in
query result set were determined by calculating TF/IDF of
feature vector in inverted index model [6]. OntoKhoj was the
API whose functions included building ontology, searching
ontology, visualizing ontology, and matching ontology [7].
In the function of searching ontology, OntoKhoj took Rain-
bow Tool as classifier, by which the descriptive texts of
ontology were classified to several categories [8]. OntoKhoj
calculated the similarities between search keywords and cat-
egories to determine the scores of each ontology. OntoSearch
was an ontology search system mainly for the ontology
resource in web [9]. It deployed the core components of
Google search engine. OntoSearch described ontology as
a set of 3-tuples, and saved all terms of 3-tuples. With
matching the terms and search keywords, target 3-tuples
were return to user. In OntoSearch, the search results, i.e.
target 3-tuples were merged by logical rules and visual-
ized as a graphic comprehensibly [10]–[12]. On this basis,

researchers developed OntoSearch2 which improved some
functions of OntoSearch [13]. Distributed memory was uti-
lized in OntoSearch2 to enhance the efficiency of saving
3-tuples [14]. Class and Individual in ontology were saved in
different databases. OntoSearch2 introduced fuzzy DL-Lite
to reason 3-tuples of ontology, and interacted with external
semantic resource [15]–[18]. SQORE was another ontology
search engine based on 3-tuple. In SQORE [19], external
semantic resource was introduced as references. Using the
knowledge in references, the set of search keywords were
extended to a new superset who had more search key-
words. SQORE conversed search keywords and ontology to
a set of 3-tuples, and SQORE proposed a method of cal-
culating the similarity between 3-tuples. Scores of search-
ing ontology were determined by calculating the similarity
between the 3-tuples of keywords and the 3-tuples of ontolo-
gies [20]–[22].

In general, indexing ontology was efficient to search ontol-
ogy. But in existed methods or systems, only URI, labels,
described text were indexing, which resulted in that the
accuracy and recall rate of methods were low. In this paper,
to improve the performance of searching ontology, more
information of entities in ontologywere indexed for searching
ontology, such as its type, depth, number of relationships, and
frequency of labels.

B. SUB-ONTOLOGY EXTRACTION
Extracting sub-ontology is the approach to deal with large-
scale ontology and acquire key information in ontol-
ogy [23]–[25]. It eliminates lots of entities in ontology that
are irrelevant to the user requirements. Bhatt proposed a
distributed method of extracting sub-ontology [26]. Accord-
ing to user requirements, domain experts collaboratively
annotated entities in ontology to required entities or not
required entities. The required entities were regarded as ver-
texes. Edges between vertexes were generated by the algo-
rithm proposed by Bhatt. The result of integrating vertexes
and edges was the extracted sub-ontology. In [27], a grid
application service framework for extracting sub-ontology
was proposed, which consisted of the client, server, and
grid layers. The process of extracting sub-ontology included
two phases. In separation phase, user annotated required
node, not required node, and redundant node on client layer.
In optimization phase, sub-ontology extraction mechanism
removed, inserted, and moved entities in turn on server layer.
The results and the based ontology were stored on grid layer.
Flahive proposedOntology as a Service (OaaS) [28], in which
ontology was reused and extracted as a service. This work
identified four sub-ontology operations whose names were
extend, add, merge, and replace [29]–[32]. In each opera-
tion, sub-ontology extraction was necessary. The algorithm
of sub-ontology extraction was presented in [33], it had two
method: maximum extraction method and minimum extrac-
tion method. The maximum extraction method aimed to
extract as many entities from the source ontology as possible
in the initial stage of removing requirements to revisit the
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source ontology. The minimum extraction method aimed to
extract as few entities as possible in the initial stage but
may require further services from the cloud. In these two
methods, entities in the source ontology were labeled to
selected, deselected, and undecided firstly, and then entities
were selected or deleted by the consistency rule they made.

As mentioned above, the existed methods of extracting
sub-ontology generally needed domain experts or users to
annotate the entities initially. But the process of building RTO
is accomplished automatically. Refer to our previous work
[34], and an adaptive filter is used in this paper to eliminate
the entities that irrelevant to user requirements. Based on
adaptive filter, building RTO automatically can be realized.

C. ONTOLOGY MATCHING AND INTEGRATION
The essence of ontology matching and integration is to
generate alignment between ontologies [35]. According to
alignment, ontologies can be integrated into a new ontology.
Agreement Maker Light (AML) was an automated ontol-
ogy matching system that was developed with both exten-
sibility and efficiency in mind [36], [37]. AML focused on
the lexical similarities between entities, and concerns with
efficiency. It was suitable for dealing with large-scale ontol-
ogy matching problem. ALIN was an ontology matching
system, which generate alignment interactively [38]. ALIN
utilized WordNet as the external resource, and took lin-
guistic matching technology to calculate similarity between
entities. Initial correspondences were generated automati-
cally, and then interactions were made with the experts to
modify correspondences. As an ontology matching system,
LogMap [39], [40] is efficient and scalable, and it utilized
several kinds of elements for its scalability, which include
lexical indexation, logic-based module extraction, propo-
sitional Horn reasoning, axiom tracking, local repair, and
semantic indexation. In matching process, sophisticated rea-
soning and repair techniques were deployed to minimize
the number of logical inconsistencies. POMap consisted of
semantic matcher, syntactic matcher, and structural matcher
[41]. In the initial phase, ontologies were indexed and pre-
processed to input POMap, and then POMap implemented
semantic matcher and syntactic matcher sequentially to find
correspondences between entities. On the basis of these cor-
respondences, structural matcher was implemented to extend
them. Lily utilized several ontology matching techniques to
facilitate alignment [42]. It deployed specific algorithms to
match ontology, which included Generic Ontology Match-
ing, Large-scale Ontology Matching, and Instance Ontol-
ogy Matching. Alignments were improved and verified by
ontology matching debugging and tuning in Lily. As the
main technique in Lily, Semantic sub-graph was developed
to capture the real meanings of ontology entities, and reduce
the negative effects of the matching uncertainty.

In process of building RTO, sub-ontologies were matched
and integrated into a new ontology, i.e. RTO. The scale
of these sub-ontologies was small. To satisfy the fea-
tures of RTO, appropriate method of ontology matching

and integration should be automatic, efficient, and precise.
According to results of OAEI 2020 [43], AML was adopted
in this paper, who was an automatic method and low con-
sumption, and whose accuracy and recall were high enough.

III. PRELIMINARIES
A. DOMAIN ONTOLOGY
An ontology is represented as a set of entities who contains
concepts, relationships, and individuals. It can be denoted as
(C , R, I ), where C , R, and I are the sets of concepts, rela-
tionships, and individuals, respectively. If entities in ontology
have common discourse domain, the ontology is named as
domain ontology. It can be denoted as follows:

DO = {C,R, I |C,R, I ∈ D} (1)

where DO is a domain ontology, D is the discourse domain.

B. SUPER-LARGE ONTOLOGY (SLO)
SLO is an ontology that integrates multiple domain ontolo-
gies. The mainly technologies of generating SLO are ontol-
ogy matching and ontology integration. It is generally an
automatic or semi-automatic process. SLO application in
multi-domain knowledge systems is shown in Fig. 1. SLO
can be denoted as follows:

SLO = DO1 ⊗ DO2 ⊗ · · · ⊗ DOn (2)

where DOi are domain ontologies who belong different dis-
course domains, and ⊗ means the integrated operation.

FIGURE 1. Organizing knowledge by SLO and its application.

C. TOP-LEVEL ONTOLOGY (TLO)
TLO is an ontology whose entities contain the interdisci-
plinary core concepts. Building TLO is generally a manual
process, which is accomplished by domain experts. TLO
can be regarded as the bridge that connects each domain
ontologies. As shown in Fig. 2, TLO and domain ontologies
are applied together in multi-domain knowledge systems. For
simplicity, in this paper, TLO and domain ontologies are
considered as a whole object, who is denoted as follows:

TLO = {TLO,DO1,DO2, · · · ,DOn} (3)

where DOi are domain ontologies who belong different dis-
course domains.
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FIGURE 2. Organizing knowledge by TLO and its application.

FIGURE 3. Organizing knowledge by RTO and its application.

D. REAL-TIME ONTOLOGY (RTO)
RTO is the ontology model proposed in this paper. As shown
in Fig. 3, unlike SLO and TLO, user requirements are the
input of building RTO, and RTO is an ontology who sat-
isfies user requirements and is lightweight. It only retains
the entities in domain ontologies who are related to user
requirements. In each domain ontology, the entities satisfying
user requirements are the sub-set of it. This sub-set of domain
ontology are named as sub-ontology in this paper. RTO is the
result of integrating sub-ontologies extracted from multiple
domain ontologies. Compare with SLO and TLO, the advan-
tages of RTO are summarized in Tab. 1, and RTO is denoted
as follows:{

RTO = sub(DO1)⊗ sub(DO2)⊗ · · · ⊗ sub(DOn)
sub(DO) = {CS ,RS , IS |CS ⊆ C,RS ⊆ R, IS ⊆ I }

(4)

where CS , RS , and IS are sub-set of C , R, and I in DO,
respectively.

IV. METHOD OF BUILDING RTO BASED ON ADAPTIVE
FILTER
RTO is built at the time of user presenting requirements. User
can present requirements in several ways, such as inputting
text, selecting work nodes in workflow, designing product
online, analyzing data in workspace, etc. These presented
requirements are transformed to a set of domain terms that is
input of building RTO, but the process of which is not focused
on in this paper. So, for simplicity, user requirements in this
paper are regarded as a set of domain terms, which is denoted
as follows:

T = {t1, t2, · · · , tn} (5)

where ti are domain terms, T is user requirements, i.e. inputs
of building RTO.

TABLE 1. Building and application feature of SLO, TLO, and RTO.

FIGURE 4. Framework of building RTO based on adaptive filter.

The framework of building RTO is illustrated in Fig. 4.
As shown in it, the process includes three key
steps:

• Step 1: Searching related domain ontologies, and gener-
ating filter to impact or direct the subsequent steps.

• Step 2: Extracting sub-ontologies from the related
domain ontologies by filter.

• Step 3:Matching the sub-ontologies, and merging them
into RTO under the direction of filter.

The filter mentioned above is a set of 4-tuples.
A 4-tuple contains the URI of related domain ontology,
degree of importance of related domain ontology (DoI),
relevancy decay function (f -decay), and the threshold of
relevancy (δ). The filter is denoted as follows:{

Filter = {F(DO1),F(DO2), · · · ,F(DOn)}
F(DOi) = (URIi,DoIi, f -decayi, δi)

(6)

DoI equals to the score of domain ontology which is cal-
culated in Step 1, and f -decay is determined by DoI.
The pseudo-code of the framework is introduced in Algo-

rithm 1. Each step will be elaborated in the subsequent
sections.
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FIGURE 5. Example of domain ontology index.

FIGURE 6. Example of entity depth in ontology.

A. STEP 1: SEARCHING RELATED DOMAIN ONTOLOGIES
The target of this step is to search the domain ontologies
which are related to the set of domain terms and generate
filter. It is the key element that calculating the scores of
related domain ontologies. Domain ontologies were indexed
to improve the efficiency of this step, in which the weights of
entities in domain ontology were calculated.

To calculate the weights of entities in ontology reason-
ably, four kinds of information about entities were utilized,
which are type, depth, number of relationships, and fre-
quency of labels. For simplicity, in this paper, the weights
of them are denoted as WoT, WoD, WoR, and WoF, respec-
tively. As shown in Fig. 5, e.g., combustor was an entity in
domain ontology namely thermodynamics, and 0.9, 0.625,
0.36, 0.83 were the WoT, WoD, WoR, and WoF values of
combustor in thermodynamics, respectively.
In domain ontology, there are three types of entities,

namely concept, relationship, and individual. Generally, the
higher the level of abstraction is, the better the generalization
ability is, and the more important the entities are. So, the
importance of concept> relationship> individual, and WoT
is valued as formula (7). 0.5, 0.6, 0.9 are determined by
experience.

WoT(t) =


0.5 if type of t is I
0.6 if type of t is P
0.9 if type of t is C

(7)

The depth of entities reflects their scope of description in
domain ontology. The lower the depth is, the more represen-
tative the entities are, and the more importance they are. WoD
is calculated by formula (8).

WoD(t) =
depthmax − depth(t)

depthmax
(8)

where t is label of an entity; depth(t) is the depth of t in
ontology; and depthmax is the maximum depth in ontology,
e.g., as shown in Fig. 6, depth(t) is 3, and depthmax is 4.

In domain ontology, if an entity had a good deal of relation-
ships to other entities, it is very important for the ontology.
According to this idea, WoR is calculated by formula (9).

WoR(t) = r(t)×

√
(6n

i=0r(ti)
2)

/
n (9)

where t is label of an entity; r(t) is the number of relationships
t has; tis are all entities in ontology; and n is the number of
all entities in ontology.

In domain ontology, usually, the entities have some
descriptive text to specify itself, i.e. label of one entity may be
presented in descriptive texts of other entities. The frequency
of label of entity in descriptive texts can directly reflects
its importance to domain ontology. WoF was calculated by
formula (10), who referred to TF/IDF of words.

WoF(t) =
N(t)
N
× log

N(C)
N(Ct )

(10)

where t is label of an entity; N(t) is the number of t in all
descriptive texts; N is the number of all terms in all descrip-
tive texts; N(C) is the number of all entities in ontology;
and N(Ct ) is the number of entities whose descriptive texts
contain t in ontology.
Notice that, WoR and WoF may bigger than 1. They are

normalized to 0-1. But this operation is ignored in formulas
and algorithms.

The comprehensive weight of t is finally determined by
formula (11).

W(t) = w1WoT(t)+ w2WoD(t)+ w3WoR(t)+ w4WoF(t)

(11)

where w1, w2, w3, w4 are weights of each items. They are
determined by experience generally.

In search phase, the score of related domain ontology is
calculated by formula (12).

score(DO) =
1
n

∑n

i=1
W (ti) (12)

where tis are the terms that domain ontology corresponds in
index.

The pseudo-codes of indexing and searching domain
ontologies are introduced in Algorithm 1 and Algorithm 2,
respectively.

B. GENERATING FILTER ADAPTIVELY
If the score of domain ontology was higher, the degree of its
relevancy to user requirements was higher, and it had more
entities related to user requirements. That is, the scale of sub-
ontology extracted from it should be little larger. Therefore,
the core idea of adaptive filter is that the higher the score of
domain ontology is, the slower the decay speed of relevancy
is, and the lower the threshold of relevancy is.

Accordingly, f -decay and δ in filter are calculated by for-
mula (13) and (14), respectively. Variable k means the k th
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Algorithm 1 Indexing Domain Ontologies
Input: domain ontologies (List < Onto > DO)
Output: index of domain ontologies (HashMap< String, List
> index)
/∗This algorithm is executed before searching domain
ontologies∗/
HashMap < String, List > index //saving the index results
for i = 0 to length(DO):
for each entity e in DO[i]:
term = e.label //label is regarded as the name of entity
onto = DO[i].URI //URI is the unique ID of ontology
calculateWoT,WoD,WoR,WoF of e by (7), (8), (9), (10)
index.key = term
index.value.add(onto)
index.value.add(WoT)
index.value.add(WoD)
index.value.add(WoR)
index.value.add(WoF)

end for
end for
return index

iteration in the process of extracting sub-ontology, and it will
be elaborated in next sections.

f − decayi(k) =
1+ DoI−ki
1+ DoIki

(13)

δi = exp(−
DoIi∑n
i=1 DoIi

) (14)

After the filter was generated, f -decay and δwill be utilized
to impact the process of extracting sub-ontologies in Step 2.
DoI will be utilized to direct the process of merging sub-
ontologies in Step 3.

C. STEP 2: EXTRACTING SUB-ONTOLOGIES BY FILTER
In the previous section, related domain ontologies user
searched. From which, sub-ontologies are extracted in this
step.

The target of this step is to find the entities related user
requirements in domain ontologies. In one domain ontology,
the entities whose label existed in user requirements are
initialized to start entities, which are added into related set,
and the other entities that have relationships to start entities
are added into candidate set. Entities in candidate set are
moved into related set if the relevancy of between them and
entities in related set is greater than threshold, and they are
taken as new start entities. Related set is updated by perform-
ing the above operations iteratively until it does not change
anymore, and final related set is the extracted sub-ontology.
The pseudo-code of this step is introduced in Algorithm 3.
Generally, in the k th iteration, the relevancy between entities
is calculated by (15).

R(eR, eC; k,DOi) = sim(e1, e2)× f − decayi(k) (15)

Algorithm 2 Searching Related Domain Ontologies
Input: user requirements (List < String > T );

index of domain ontologies (HashMap < String, List
> index)

Output: a set of related domain ontologies (List < Onto >
relatedDO)

List < Onto > relatedDO //saving the search results
HashMap < String, Double > ontoScore

//saving the scores of related domain ontologies
Double w1, w2, w3, w4
for i = 0 to length(T ):
for each item x in index:

if T [i] == x.key:
String onto = x.key
Double score = w1∗x.value.get(WoT) +

w2∗x.value.get(WoD) +
w3∗x.value.get(WoR) +
w4∗x.value.get(WoF)

ontoScore.key = onto
ontoScore.value = score + ontoScore.value

end if
end for

end for
for each item o in ontoScore:

OntoO = getOnto(o.key) //Ontology can be obtained
by its URI
relatedDO.add(O)

end for
return relatedDO

where eR and eC are entity in related set and candidate set,
respectively; R(eR, eC; k , DOi) is the relevancy between eR
and eC in DOi at the k th iteration; sim(eR, eC) is the similarity
between eR and eC, and sim(eR, eC) was introduced in our
previous work. If R(eR, eC; k , DOi) is greater than δi in the
filter, eC is added into related set.

D. STEP 3: INTEGRATING SUB-ONTOLOGIES UNDER
DIRECTION OF FILTER
In the previous section, a set of sub-ontologies was extracted
from the domain ontologies that were related to user require-
ments. In this step, the sub-ontologies are matched firstly
to generate alignments between each pair of them, and then
according to these alignments, the sub-ontologies are inte-
grated into a new ontology, i.e. RTO.

In the first phase, an automated ontology matching method
namely Agreement Maker Light (AML) [36] is deployed to
match sub-ontologies. The time-consumption of AML is low,
and the accuracy and recall rate of AML are great enough. It is
suitable for building RTO.

In the second phase, as shown in Fig. 7, alignments are
merged into a global alignment, and the entities that exist in
the global alignment are merged into a new ontology, called
the skeleton of RTO; and then, the other entities are added
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Algorithm 3 Extracting Sub-Ontologies by Filter
Input: a set of related domain ontologies (List < Onto >

relatedDO);
user requirements (List < String > T );
Filter (List < 4-tuple > filter)

Output: a set of sub-ontologies (List < Onto > sub_DO)
List < entity > relatedSet
List < entity > candidateSet
List < Onto > sub_DO
for i = 0 to length(relatedDO):
for each entity e in relatedDO[i]:

if e.label exists in T :
relatedSet.add(e) //initialize relatedSet
if e has relationship to entity ec in relatedDO[i]:
candidateSet.add(ec) //initialize candidateSet

end if
end if

end for
while relatedSet != NULL:
k = 1
for each entity e in relatedSet:
for each entity ec in candidateSet
if R(e, ec, k , relatedDO[i]) > filter[i].threshold:

//R is calculated by (15)
relatedSet.add(ec)
candidateSet.remove(ec)

end if
end for
sub_DO[i].addEntity(e)
relatedSet.remove(e)

end for
k = k+ 1
end while

end for
return sub_DO

FIGURE 7. The process of merging sub-ontologies.

into the skeleton of RTO in proper order, the result of which
is RTO.

There are three kinds of correspondence in alignment, that
are equivalence (≡), subsumption (⊆), and disjointness (⊥).

To merge the entities into the skeleton of RTO, three rules are
regulated as follows:

• IF A ≡ B, THEN merge A and B.
• IF A ⊆ B, THEN A is the sub-entity of B.
• IFA⊥B, THENA andB have the common super-entity.

Obviously, confliction exists in the process of merging
entities ineluctably. As shown in Fig. 6, e.g., entity 3 is the
sub-class of entity 2, entity 10 is the sub-sub-class of entity 8,
but, entity 2 equals to entity 8, entity 3 is disjoint to entity 8.
In the filter, if DoI1 is greater than DoI2, the relationship
in sub(DO1) is maintained preferentially. So, entity 10 is
modified to the sub-class of entity 8 in the skeleton of RTO.

After the skeleton of RTO is generated, the other entities in
sub-ontologies are added into the skeleton by recovering their
relationships. Similarly, confliction exists in process all the
same. It is dealt with according to the filter too. As shown in
Fig. 6, e.g., entity a is the super-class of entity 1, and entity b
is the super-class of entity 5, but, entity 1 equals to entity 5.
If DoI3 is greater than DoI1, entity b is selected preferentially
in the RTO.

The pseudo-code of integrating sub-ontologies into RTO is
introduced in Algorithm 4.

V. EVALUATION
A. EXPERIMENTAL PREPARATION
To evaluate the proposed method of building RTO, we built
10 domain ontologies about robot under the guidance of
WordNet2.0, that is a lexical database for English. The
domains of ontologies are different with each other. The
entities in 10 domain ontologies were collected from Word-
Net2.0, and the details of domain ontologies is shown in
Tab. 2.

TABLE 2. Instances of domain ontologies about robot.

As the inputs of experiment, we designed 9 sets of terms.
The sizes of each set were 2-10, and the terms in one set
came from different domains. For each set of terms, we col-
lected the related words from WordNet2.0 as the references
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TABLE 3. Lists of domain ontologies for each set of terms.

of experiment. The domain ontologies that contained terms
in each set are listed in Tab. 3.

B. EVALUATION CRITERIA
In this paper, we introduce the evaluation criteria of the
method of building RTO. They are accuracy, recall, correct-
ness, and run-time.
Accuracy and recall are utilized to evaluate the effective-

ness of the method of building RTO. They are calculated by
formula (16), and (17), respectively.

accuracy =
N(CRTO ∩ Cref)

N(CRTO)
(16)

recall =
N(CRTO ∩ Cref)

N(Cref)
(17)

where N(CRTO ∩ Cref) is the number of the concepts that
both RTO and reference have; N(CRTO) is the number of all
concepts in RTO; and N(Cref) is the number of all concepts
in reference.
Correctness is utilized to evaluate the quality of the RTO.

It is calculated by formula (18).

correctness =
N(Rcorrect)
N(RRTO)

(18)

where N(Rcorrect) is the number of the relationships in RTO
that were consistent to the relationships in reference; N(RRTO)
is the number of all relationships in RTO.
Run-time is no need to be calculated, it is tested by system

directly. Run-time is utilized to evaluate the efficiency of the
method of building RTO.

C. EVALUATION RESULTS
We tested the method of building RTO by each input.
As shown in Tab. 4, RTO[Ti] means the RTO with the Ti
as its input. We visualized partial data in Tab. 4 as Fig. 8.
It is indicated that accuracy and recall decreased gradually
as the value of i increase. Nevertheless, they did not fluctuate
much.Correctness almost stayed constant. So, in aspect of the

Algorithm 4 Integrating Sub-Ontologies into RTO
Input: a set of sub-ontologies (List < Onto > sub_DO);

Filter (List < 4-tuple > filter)
Output: a new ontology (Onto RTO)

/∗ The first phase ∗/
List < Align > Alignment

//saving the match results between each pairs in sub_DO
//Align is 5-tuple in this paper: {e1, e2, r, O1, O2}
//e.g. {entity 2, entity 8, ‘‘≡’’, sub(DO1), sub(DO2)}

k = 0
for i = 0 to length(sub_DO) − 1:
for j = i+ 1 to length(sub_DO):
Alignment[k] = ontoMatch(sub_DO[i], sub_DO[j])

//AML is deployed to match ontologies [36]
k = k+ 1

end for
end for
/∗ The second phase ∗/
/∗ The function of Onto:

addEntity(e): add the entity e into ontology
addRelation(e): add the relationships that e has into
ontology
addSuperClass(e): add the entity e into ontology as
super-class
addSubClass(e): add the entity e into ontology as
sub-class
getSuperClass(e): obtain the super-class of entity e

∗/
Onto skele //saving the skeleton of RTO
for i = 0 to length(Alignment):

swith Alignment.r
case ‘‘≡’’:

if filter(Alignment.O1).DoI > filter
(Alignment.O2).DoI:
skele.addEntity(Alignment.e1)

end if
case ‘‘⊆’’:

if filter(Alignment.O1).DoI > filter
(Alignment.O2).DoI:
skele.addEntity(Alignment.e1)
Alignment.e1.addSuperClass(Alignment.e2)
skele.addRelation(Alignment.O1.e1)

end if
case ‘‘⊥’’:

if filter(Alignment.O1).DoI > filter
(Alignment.O2).DoI:
skele.addEntity(Alignment.e1)
Alignment.e1.getSuperClassaddSubClass
(Alignment.e2)
skele.addRelation(Alignment.O1.e1)

end if
end swith

end for
//Because the elements in sub_DO had been ranked by score of
//themselves, it is no need to deal with the conflictions.
for i = 0 to length(sub_DO):

for each entity e in sub_DO[i]:
if e is not in skele:
skele.addEntity(e)
skele.addRelation(e)

end if
end for

end for
RTO = skele
return RTO
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FIGURE 8. Evaluation results of RTO[T1-T9]. (The stability of accuracy, recall, and correctness are great; but run-time increases exponentially).

FIGURE 9. The run-time of RTO[T2], RTO[T5], RTO[T8], RTO[T9]. (As the number of domains increases, Step 3 is the most time-consuming, i.e.
the computation complexity of Step 3 is the highest).

effectiveness, the stability of the method was great. As shown
in Fig. 8, run-time increased exponentially as the value of i
increase. Because, while the number of domain ontologies
that related to Ti increased, ontology matching was executed
more times in Step 3. Even so, the average of run-time is low,
it is indicated that the efficiency of the method is great also.
In addition, RTO is really lightweight. The number of entities
in RTO is few very much.

We deployed several excellent methods of ontologymatch-
ing which were reported by OAEI to integrate all domain

ontologies into SLO, such as AML, LogMap, POMap, Lily.
SLO[AML] means the SLO built by AML. As shown in
Tab. 4, comparing with SLO and TLO, the scale of RTO
reduced by 1-2 orders of magnitude almost. A great deal
of entities that unrelated to Ti were eliminated in RTO.
Notice that, we did not build TLO, because it is a manual
process. The data in Tab. 4 about TLO meant the data of
the set of all domain ontologies, referring to formula (3).
And by the reason for this, we compared correctness and
run-time with only SLO. The average of correctness of RTO
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TABLE 4. Evaluation results of RTO, SLO, and TLO.

FIGURE 10. Results of accuracy, recall, and correctness among different filters. (f -decay introduced in this paper is little greater than others).

was higher than which of SLO. In fact, the lager the scale
of ontologies is, the lower the correctness of integration
result is.

We chose RTO[T2], RTO[T5], RTO[T8], and RTO[T9] to
tested the run-time of each step in the method. The results
were illustrated in Fig. 9. The time-consumption of Step 3
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was the highest, because ontology matching was a time-
consuming process in Step 3. Yet for RTO, the scales of sub-
ontologies to be matched were much smaller in Step 3, which
is the key reason why building RTO took less time.

In addition, we also test the f-decay of the filter in this paper
comparing with other decay functions, such as linear decay
function, quadratic decay function, and trigonometric decay
function. They are represented as formula (19), (20), and (21),
respectively. As shown in Fig. 10, f-decay in this paper is little
better than others.

f -lineari(k) = 1− (1− DoIi)k (19)

f -quadratici(k) = 1− ((1− DoIi)k)2 (20)

f − trigonometrici(k) = 1− sin((1− DoIi)k) (21)

VI. CONCLUSION
To resolve the problem of correlating ontologies for multi-
domain knowledge organization, this paper presented a novel
ontology model namely RTO. Different from SLO and TLO,
RTO took the user requirements as inputs; it only retained
the entities that related to user requirements. The method of
building RTO based on adaptive filter is presented in this
paper. It includes three steps. The details of each step were
illustrated in the paper. The evaluation criteria of RTO were
introduced, and the experiment was conducted to evaluate
RTO. Comparing with SLO and TLO, the correctness of RTO
was higher and the time-consumption of RTO was lower.
This paper had built 10 domain ontologies and designed
9 user requirements as inputs to evaluate RTO built by each
input. With the increasing of the number of relevant domain,
it was demonstrated that the accuracy and recall of RTO
decreased; the correctness of RTO was stable; and the run-
time of RTO increased. In addition, we compared 4 kinds of
relevancy decay functions in filter, and the experiment results
demonstrated that the exponential decay function used in this
paper is little better than others. In future, it will improve the
RTO that how to recognize user requirements intelligently
and reduce the run-time of ontology matching.
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