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ABSTRACT Centrifugal pumps are important types of electro-mechanical machines used for fluid and
energy conveyance. Mechanical faults in centrifugal pumps lead to abnormal impacts in the vibration signal
of the system. Those impacts induce nonstationarity in vibration signals and hence complex time-frequency
domain signal analysis techniques are required to investigate the mechanical fault features of centrifugal
pumps. In this paper, an end-to-end pipeline for diagnosing faults in centrifugal pumps is proposed. To create
atwo-dimensional representation of the transients that appear in the vibration signals due to centrifugal pump
operating conditions, first, a 1/3-binary tree fast kurtogram is computed. Next, a convolutional autoencoder
and convolutional neural network are trained to autonomously extract global and local features from the
kurtograms. Then, global, and local features are merged to form a joined feature vector that contains different
visual features that are extracted using convolutional deep architectures using their specific loss functions
during the training. Finally, this feature vector is propagated to a shallow-structured artificial neural network
to accomplish fault identification. The proposed framework has been validated by the dataset collected
from a real industrial centrifugal pump test rig. The results obtained during the series of experimental trials
demonstrated that the introduced method achieved high classification accuracies when diagnosing faults
based on signals collected under 3.0 and 4.0 bars of pressure.

INDEX TERMS Artificial neural network, centrifugal pump, convolutional autoencoder, convolutional

neural network, deep learning, fault diagnosis, kurtogram, vibration signals.

I. INTRODUCTION

Centrifugal pumps (CPs) are an important electro-mechanical
energy conversion machine and have become an important
part of everyday business. According to the study made by
the European energy agency, 65% of the energy produced in
Europe is consumed by machines driven by electric motors,
out of which CPs account for 80% of the energy consump-
tion [1]. CPs are versatile, cheap, simple in construction, and
reliable in operation. However, their unexpected failure may
lead to severe consequences which include economic losses,
energy losses, costly repairs, threats to the safety of operating
staff, and long downtimes. To avoid these consequences and
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to ensure the reliable operation of CPs, health management
has been gaining attention.

Several health management strategies (HMS), such as
reactive maintenance, preventive maintenance, and predic-
tive maintenance have been developed in past research [2].
Among these, HMS predictive maintenance, also called
condition-based maintenance (CBM), recommends mainte-
nance based on the data collected through condition monitor-
ing. CBM maximizes the running time of the machine with
minimum cost [3]. Considering these advantages, this study
uses the CBM strategy for centrifugal pump fault diagnosis.

Research on CPs divides faults into two categories: fluid
flow-related or hydraulic faults (HFs) and mechanical faults
(MFs). However, HFs and MFs may not be completely inde-
pendent of each other [4]. It means that a fault of one category
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can be the source of fault occurrence in the other category.
Mckee et al. [5] conducted a study on CP failure modes and
explained that heavy pitting can lead to impeller imbalance
and may result in HFs or MFs in the CP. Chittora [6] in the
thesis work used failure modes, their effects, and criticality
analysis (FMECA) to explain all the possible failure modes
of mechanical seals, CPs, and the vibration response of a
CP under failure. That work also stated that mechanical seal
defects are responsible for 39% of CP failures. To keep the
CP healthy, early detection of impeller and mechanical seal
faults is of great interest. Hence, in this paper, MFs, which
include mechanical seal faults (MSF) and impeller faults (IF)
are carefully considered.

An MF or failure in the CP components results in abnormal
vibration and impacts the signal. Due to this fact, it is com-
mon to use the vibration signal as an analytical signal [7], [8].
However, an abnormal vibration signal with a low amplitude
can be disturbed by substantial background noise. To extract
useful information about the fault from the raw vibration
signals, signal preprocessing is required [9], [10]. For this
reason, several signal processing techniques in time (TD),
frequency (FD), and time-frequency domain (TFD) are devel-
oped in the past decades.

An MF in the CP results in a shock because of the stiffness
around the mechanical component. These shocks produce
variations in the amplitude of the vibration signal [11]. Sta-
tistical indicators, such as the root mean square (RMS), peak
value, variance, etc. can be obtained from the TD vibration
signal for fault detection in the CP [12]. TD statistical fea-
tures are also useful for fault diagnosis of the gearbox [13]
and bearings [14]. However, TD statistical features are not
sensitive to subtly varying severity faults and can result in
less discriminating information.

In order to extract discriminant features from raw vibration
signals, it is necessary to overcome the shortcomings of TD
statistical features. The FD is more appropriate for detecting
CP faults since an unnoticeable change in the CP will pro-
duce an impulse in the corresponding frequency spectrum
(FS). Statistical features are obtained from the FS of the
CP vibration and were used for fault detection in [15]. Still,
the vibration signals obtained from the CP are complex and
non-stationary, while the Fourier transform (FT) applies only
to stationary ones. Nonetheless, the FS is helpful for fault
symptom identification and characterization. Jia et al. [16]
utilized maximum correlated kurtosis deconvolution for the
identification of periodic fault transients and spectral kurtosis
for identifying these transients in the FD. Sunetal [17]
performed cyclic spectral analysis for the identification of
frequency components related to cavitation and seal damage.
Still, identifying and interpreting the fault characteristic fre-
quencies from the FS is a complex process because it needs
both experimental and mathematical validation.

The FD is appropriate for stationary signals; however,
vibration signals obtained during the CP operation are non-
stationary [18]. This causes limitations in applying FD-based
signal analysis techniques to the valuable feature extraction
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from non-stationary signals. To address this problem,
researchers have proposed various TFD-based techniques
that have been efficiently applied for diagnosing mechan-
ical faults based on nonstationary signals. Kang et al. [19]
utilized time-varying and multiresolution envelope analysis
for diagnosing rolling-element bearings. Prosvirin et al. [20]
applied ensemble empirical mode decomposition for identi-
fying blade rub-impact faults using nonstationary vibration
signals collected from a nonlinear rotor system. Additionally,
wavelet packet transformations enhanced with different base
selection techniques have been employed for diagnosing CP
faults in [4]. TFD approaches allow for a precise analysis
of the complex nonstationary signals; however, reliable fea-
ture extraction models should still be used in conjunction
with these types of techniques to properly characterize the
mechanical faults.

In a conventional fault diagnosis pipeline, once the
fault features have been extracted, decision-making on the
state of the system should be performed. For this, super-
vised machine learning algorithms, such as support vector
machines (SVM) [21], [22], k-nearest neighbor [23], decision
trees [24], and naive Bayes classifiers [25] are widely applied
in the field of mechanical fault diagnosis. Different principles
for decision-making are employed inside these algorithms;
however, these techniques have a common issue. The signif-
icant drawback is that the classification performance, which
can be measured by various metrics depending on the task
and needs, is dependent on the quality of the features that are
used for making a decision about the state of the system being
investigated. Unfortunately, extracting or handcrafting the
informative features requires a good level of field expertise
and even in this scenario, it is almost impossible to guarantee
that these features are optimal ones allowing for the high
classification performance.

Deep learning-based approaches can help to address both
the problems of informative feature extraction and fault clas-
sification. These techniques autonomously learn the features
from the data representations and achieve a high level of
generalization. The most popular deep learning techniques
are convolutional neural networks (CNNs) [26]-[28] that
can extract the highly-discriminative features from image
patterns and accomplish the classification; various types of
autoencoders (AEs) [29]-[32] that can be used for data or
image compression, anomaly detection, and data generation
by learning informative features from the input data; and
generative adversarial networks (GANs) [33]-[35] that are
frequently applied for data augmentation by learning the
distribution of the input data. All of these techniques are very
powerful themselves, but their performance depends on the
quality of the input data representation. Additionally, neural
component analysis shows promising results in the field of
industrial processes monitoring [36].

In this paper, we propose a combined deep learning model
for extracting features from the representations of the vibra-
tion signals collected from the CP and for decision making
(i.e., fault classification). Here, the multiple convolutional
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kernels of CNN that slide across the inputs to detect the
patterns in specific local regions, covered by kernels, are used
to extract the one part of a joined feature vector and this part is
called “local features™ in the text of this manuscript. Simul-
taneously, the latent coding located in the bottleneck layer
of trained convolutional autoencoder (CAE) is considered as
“global features” in the text of this manuscript, because these
high-level features characterize the input data and allow CAE
to accurately reconstruct it. This latent coding represents as
the second part of a joined feature vector. Finally, this joined
feature vector consisting of both global and local features is
used for assessing the health state of the CP system using
a shallow structured artificial neural network (ANN). The
specific contributions of this work are as follow:

1) To improve the discriminatory properties of the vibra-
tion signals, their time-domain sequences are converted into
1/3-binary tree kurtogram forms to ensure the high quality
of representation and uncover the detailed information about
ongoing transient processes in the system;

2) To cope with the problems of conventional feature
extraction approaches, the combined deep neural archi-
tecture consisting of CAE and CNN, further referred to
as CAE-CNN, is proposed for autonomous fault feature
extraction;

3) The ANN is built up on top of the CAE-CNN model
to perform the decision-making by processing the feature
vector containing the global and local features extracted by
the CAE-CNN model. Combined, the introduced deep neural
architecture represents end-to-end deep learning model that
performs both fault feature extraction and decision making
on a health state of a rotary system.

The remainder of this paper is organized as follows.
Section II introduces the data collection system and the
proposed fault feature extraction and diagnosis framework.
Section III contains the experimental results and a discussion.
Finally, Section IV concludes this manuscript.

Il. PROPOSED METHODOLOGY

The proposed methodology for diagnosing CP mechanical
faults is presented in Fig. 1 and contains four essential steps.
First, the vibration acceleration signals are collected from the
testbed using a data acquisition system. Next, the collected
signals are converted into a kurtogram padding to explore the
frequency changes in different subbands of the signals and to
form the discriminative image-like patterns that can be used
for fault detection and identification. In the third step, the tiny
CNN and CAE are used in parallel, where the CNN is used to
extract the local fault features from the kurtogram padding
of the signal, and the CAE is utilized to detect the global
features of the pattern using the data compression property of
autoencoders. The difference between the extracted features
is driven by the different types of loss functions used by the
CNN and CAE during the training process. Finally, the local
and global features are merged and pushed into the input layer
of a shallow ANN that uses these discriminative local and
global features for mechanical seal fault identification.
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FIGURE 1. The proposed methodology for diagnosing centrifugal pumps.

A. EXPERIMENTAL PROCEDURE AND TEST RIG SETUP
InFig. 2 a self-developed test rig was constructed that consists
of several parts: a PMT- 4008 CP, which is driven by a 5.5 kW
motor, a control panel, which contains controls for the speed,
flowrate, temperature, water supply, ON/OFF switch, and a
display screen. To keep a consistent net positive suction head
at the pump inlet, two water tanks (a main tank and buffer
tank) were used. The water tanks were placed at a sufficient
height for the normal operation of the CP. The two tanks
and the CP are connected through clear steel pipes having
pressure gauges and a valve installed on the steel pipes. The
test rig schematics are shown in Fig. 3 after establishing the
test rig, the CP was operated at a constant speed of 1,733 rpm
and the vibration data from the CP was collected using four
accelerometers. Two of the accelerometers were installed on
the pump casing, one was fixed close to the mechanical seal,
and the other was fixed near the impellers using adhesive.
Each accelerometer records the vibration of the CP using an
independent channel. The recorded vibration of the CP was
passed through a National Instruments 9234 device, which
digitizes the acquired CP vibration signal. The details for
the accelerometer and the digitization of the acquired CP
vibration signal are given in Table 1.

TABLE 1. Specifications for the CP vibration data collection.

0.42 up to 10kHz frequency range

Accelerometer 100 mV/g (10.2mV/(m/s®) + 5% of
(622b01) e
sensitivity
(N19234) DAQ 0 to 13.1MHz frequency range
System A generator having 4 analog input channels

with 24 bits ADC resolution

The CP vibration data is acquired for 300 sec with a
sampling rate of 25.6 kHz. First, a total of 1,200 samples,
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FIGURE 3. A schematic block-diagram of the experimental testbed.

each with a sample length of 25,600, were collected from the
CP under different operation conditions having a 3.0 bar of
pressure at the inlet of the CP. After obtaining samples from
3.0 bar pressure, the pressure level was increased to 4.0 bar
at the inlet and a total of 1,200 samples, each with a sample
length of 25,600, were collected from the CP under different
operation conditions.

In this paper, the CP was operated under normal conditions,
the mechanical seal hole defect condition, mechanical seal
scratch defect condition, and impeller defect condition. These
faults were introduced one at a time and the vibration data
were collected from the CP. The specific properties of the col-
lected dataset including the fault severity types are presented
in Table 2.

1) MECHANICAL SEAL FAULT

a: MECHANICAL SEAL HOLE (MSHF)

In this paper, mechanical seals with a 38mm inner diameter
are used. A hole, 2.8 mm in diameter with a depth of 2.8 mm,
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TABLE 2. Number of samples collected under different faults types of
closely varying severities.

Pressure Fault Type No. of Fault
level at the collected  severity
Inlet Samples
3.0 bars Mechanical seal hole 300 Soft
4.0 bars Mechanical seal hole 300 Soft
3.0 bars Mechanical seal scratch 300 Soft
4.0 bars Mechanical seal scratch 300 Soft
3.0 bars Impeller fault 300 Soft
4.0 bars Impeller fault 300 Soft

was created in the rotating part of the seal to study the behav-
ior of CP under the MSHF condition. This fault is depicted
in Fig. 4.
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FIGURE 4. The mechanical seal hole fault.

b: MECHANICAL SEAL SCRATCH (MSSF)

For the scratch data, mechanical seals with a 38mm inner
diameter are used. A severe fault due to a scratch of diameter
2.5 mm having a depth of 2.8 mm was created in the rotating
part of the seal. This allows the study of the fault of a CP
under the MSSF condition. This fault condition is presented
in Fig. 5.

FIGURE 5. The mechanical seal scratch fault.

2) IMPELLER FAULT

In this paper, seven cast iron impellers of a diameter equal
to 161 mm were used. Six of them were new ones and were
kept free from defects. In the seventh impeller, a defect was
created by removing some portion of the metal. The diameters
of the faults were 2.5 mm, with a length of 18 mm and a
depth of 2.8 mm. This allows the study of the fault of the CP
under the defective impeller fault (IF) condition. This fault
condition is demonstrated in Fig. 6.

FIGURE 6. The impeller fault.

Additionally, the vibration response of CP under different
operating conditions is shown in Fig.7. Details for the exper-
imental setup can be found in [38].
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FIGURE 7. Vibration responses of CP under different operating conditions
(a) Normal condition (b) Mechanical seal hole fault condition

(c) Mechanical seal scratch fault condition (d) Impeller fault

condition.

B. VIBRATION SIGNAL REPRESENTATION AS A
1/3-BINARY TREE KURTOGRAM

The kurtogram is a signal processing technique widely
applied for the analysis of non-stationary and nonlin-
ear signals. The kurtogram is usually represented as a
<frequency/frequency resolution> padding in the form of
a dyadic grid. However, in the case of complex signals,
the original sampling of the kurtograms (i.e., decomposition
by banks of low-pass/high-pass filters in form of a binary
tree) cannot be representative enough and the narrow-band
transients might not be appropriately detected. Furthermore,
the industry provides strict requirements to a computational
time for its algorithms used for fault feature extraction and
identification. Hence, in this paper, the extension of the orig-
inal kurtogram computation algorithm, called the 1/3-binary
tree fast kurtogram [37], for analyzing the vibration signals
of mechanical seals is utilized.

First, let us briefly discuss how the original binary tree
fast kurtogram is formed. In the original approach, each
sequence (including the original signal) is decomposed using
two quasi-analytic low-pass and high-pass filters with the
frequency ranges [0; 1/4] and [1/4;1/2] and then, downsam-
pled by a factor of 2. To obtain the kurtogram representation,
which is dyadic padding, this process should be iterated from
the level I = 0 to level L — 1 and the kurtosis values of the
outputs of decomposition should be computed. This idea can
be expressed using the following formula:

Seqp (n)
Seq)' (n) — decomp —| 2 — 12;:_1
(n) b

Seqy

sbtdl =0,...,L—1

m=0,..2-1 1)

where decomp states for ‘decomposition’ using two quasi-
analytic bandpass filters, m is the order number of filter,
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FIGURE 8. The 1/3-binary tree kurtogram patterns computed for the signals corresponded to (a) IF under 3.0 bar pressure, (b) MSHF under
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(f) mechanical seal hole under 4.0 bar pressure, (j) mechanical seal scratch under 4.0 bar pressure, and (h) normal system state under 4.0 bar

pressure, respectively.

| states for the level of decomposition. The meaning of (1)
is that each input sequence Seq;" (n) after being decomposed
and downsampled produces two new subsequences at the next
level [ + 1. It can be understood that at each level, the number
of decomposed sequences increases by a factor of 2, but
their length decreases by the same factor. Note that at the
level 1 =0, the Seg(n) is equal to the original time-series
signal, x (n) .

Regarding 1/3-binary tree fast kurtogram, its main idea
can be summarized as follows. Unlike the original kur-
togram, in the 1/3-binary tree kurtogram three additional
quasi-analytic band-pass filters with the frequency ranges of
[0;1/6], [1/6;1/3], and [1/3;1/2], are used for further decom-
posing Seq;" (n) into three subsequences. After decomposi-
tion, those newly obtained subsequences are downsampled
by a factor of 3 and are inserted between the levels / and / 4 1
of the original binary tree kurtogram (at a level / 4 0.6). This
conception can be formulated as below:

Seq)'s” (n)

Seq)" (n) — decomp —| 3 — Seq;’zj (n)
Seq)'s” (n)
sbtl =0,...,.L—1
m=0,..2 -1
=012 @)

Here, j identifies the low- (0), medium-(1), or high-
frequency (2) part of the frequency interval
[m 27l m 1) - 2_1_1]. The meaning of the subscript
1,6 is that there are 3 x 2/70® sub-sequences inserted
between the levels [/ and / 4 1 of the original binary tree.
Finally, the computation of the kurtogram is completed
by computing the kurtosis values of all the sub-sequences
obtained in the result of the decomposition process.
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For the details on fast kurtogram computation algorithm in
general, and the 1/3-binary tree kurtogram extension specif-
ically, the reader is encouraged to proceed to the source
paper in [37].

In this paper, the level of decomposition is assigned to
7 because the CP vibration signals are known as highly
nonstationary ones and a large order number is needed to
properly detect and characterize the fault signatures of the
CP. In the result of vibration signal decomposition into
1/3-binary tree kurtograms, the discriminative image-like pat-
terns for each state of the system are obtained. The 1/3-binary
tree kurtograms computed for the signals correspond to the
normal operating state of the system, mechanical seal faults,
and impeller faults under 3.0 and 4.0 bar pressure are depicted
in Fig. 8.

From Fig.8 (a), it is evident that when an impeller fault
occurs in the CP at a pressure of 3.0 bar, an abnormal shock,
with a maximum kurtosis value of close to 1 at level [ = 4.6,
appears. Similarly, when a mechanical seal hole fault occurs
in the CP at a pressure of 3.0 bar at the inlet, an abnormal
shock, with a maximum kurtosis of around 0.6 at level 5.6,
reveals its presence, as can be seen from Fig.8 (b). Regarding
the CP mechanical seal scratch fault at the 3.0 bar pressure,
an abnormal transient with maximum kurtosis of around 4 at
level 5 appears in the kurtogram pattern, which is demon-
strated in Fig.8 (c). However, it can be noticed from Fig.8 (d)
that when the CP operates under the normal condition with a
normal pressure of 3.0 bar at the inlet, the maximum kurtosis
value demonstrated in the kurtogram has been reduced to
0.3. It is worth noting from Fig.8 (e), (), (g), (h) that when
the pressure of the fluid increases from 3.0 to 4.0 bars at
the inlet, the kurtosis value of around 0.5 at level [ = 4.6
appears for the impeller fault, a kurtosis of around 1.9 at level
| = 5 appears for the mechanical seal hole fault, a kurtosis
of around 0.5 at level [ = 5 appears for a mechanical seal
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scratch fault and a kurtosis of around 600 at level [ = 5.6
appears for the normal condition. The changes in the kurtosis
indicator for the CP fault conditions and normal condition are
observed due to an increase in the pressure level at the pump
inlet, which causes pressure pulsations in the CP, as can be
observed from Fig.8 (h) - the high value of the kurtosis under
the normal operating condition at level / = 5.6.

C. GLOBAL AND LOCAL FEATURE EXTRACTION
In this paper, the combined deep learning approach is pro-
posed to extract both the local and global fault features from
the kurtogram patterns of the vibration signals. Specifically,
the local fault features are extracted using a CNN, whereas the
global features are extracted using the property of image com-
pression of the CAE. The following subsections provide the
details on each of these techniques that are used in parallel.
All of the deep neural architectures used in this research
were implemented and tested using the Keras Deep Learning
library for the Python programming language.

1) LOCAL FAULT FEATURE EXTRACTION USING A CNN
Originally, CNNs appeared based on the study of the visual
cortex of the brain. Now, with the rapid increase of computa-
tional capabilities of computers, they represent an important
type of representation learning techniques that are frequently
applied for image and natural language processing. However,
due to their excellent performance on those tasks, CNNs also
drew attention in the field of fault diagnosis and the condition
monitoring of rotating machinery. Specifically, their property
of extracting valuable high-level features that are insensitive
to shifts and rotations from the image patterns of the signals
made CNNS a great tool that allows automating of the feature
extraction and fault classification process.

In this paper, the CNN represents a part of the fault fea-
ture extraction model and serves the role of extracting local
fault features from the kurtogram patterns delivered from
the vibration signals. In general, a CNN consists of a set
of convolutional and pooling layers that are responsible for
extracting the features, followed by a fully-connected layer,
where the local extracted features are flattened, and an output
layer.

In the convolutional layer, various convolutional filters are
used to perform the convolution operation on the input kur-
togram pattern. It is important to notice that in convolutional
layers applied to 3D images, the convolutional layers are
applied to each channel of the image separately. At the output
of convolutional layers, a set of feature maps are obtained by
activation functions. The operation of each convolution layer
m can be generalized using the following expression:

Kmfl
X" =q" (Zk=l Wi sxp !+ bg’) , (3)

where m corresponds to the order number of the current
convolutional layer; * denotes the two-dimensional convo-
lutional process of the channel ¥ = 1,...,K m=1 on the
input into this convolutional layer xf_l, WZ’ . stands for the
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weights of the filter of the ¢” filter in layer m; b’ corresponds
to the bias term of filter ¢ in convolutional layer m, and
a™ (-) is a nonlinear activation function used to obtain the
feature map (the output of the m” convolutional layer). As a
nonlinear activation function, the rectified linear unit (ReLU)
activation function [38] is used in this paper.

In most of the known CNN architectures, as in the pro-
posed one, the convolutional layers are followed by pooling
layers. The main purpose of the pooling operation is to extract
valuable information from feature maps while reducing the
amount of data needed to be processed, and hence, reduce
the time and memory requirements needed for the operation
of CNNs. There are several types of pooling, including mixed
pooling, spectral pooling, average pooling, max pooling,
and others [39]. The general expression of the feature maps
obtained after the pooling layer can be expressed as below:

x™ = " down (x{f’—l) b, “

Here, down(-) states for the downsampling operation;
x is the output of a pooling layer; xZ"l is the output of
the previous layer and the input of the current pooling layer;
B is a multiplicative bias, whereas b? corresponds to an
additive bias. In this paper, the max-pooling operation is used
to reduce the size of feature maps by partitioning it into a
set of segments and outputting the maximum value of each
segment.

After completing a series of convolutional and pooling
operations, the high-level local featured are computed. These
features are then flattened as X" = vec(x”~!) and pushed
into a fully-connected layer, where they are weighted and
their activation function is computed. In this work, the CNN
used for extracting local features contains only one fully-
connected layer, which is also an output layer of this network.
The formula of this output fully-connected layer is shown
below:

X" = " (W’”x’"—l + b”’) . (5)

Here, x™ is the output of a fully-connected output layer, a
is an activation function, and W and b™ are the weight
matrix and bias of the fully-connected layer, respectively.
Since mechanical seal fault diagnosis is a multi-class clas-
sification problem, the activation function « (-) of the output
fully-connected layer is assigned to be a SoftMax activation
that allows computing the probabilities of a sample belonging
to the particular class. The SoftMax activation function is
given as follows:

Pl =exp (s; (x))/ Z/'L:l exp (Sj ()C)) ) (6)

where L is the total number of classes and s (x) is a vector
with the scores of every available class for the specific data
sample x. The input data sample is assigned to the class with
the highest estimated probability P; (i.e., the class that has the
highest computed score for this instance).

To train the proposed CNN to extract high-level local fea-
tures from the data sample, the categorical cross-entropy loss
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TABLE 3. The detailed architecture of CNN submodule.

Layer #, Type  #Filters/# Kernel Output Activation
Nodes Size Shape

#1, Conv. 8 Filters 3x3 128x128x8 ReLU

#2, MaxPool 8 Filters 2x2 64x64x8 -

#3, Conv. 8 Filters 3x3 64x64x8 ReLU

#4, MaxPool 8 Filters 2x2 32x32x8 -

#5, Conv. 8 Filters 3x3 32x32x8 ReLU

#6, MaxPool 8 Filters 2x2 16x16x8 -

#7, Conv. 8 Filters 3x3 16x16x8 ReLU

#8, MaxPool 8 Filters 2x2 8x8x8 -

#9, Flatten 512 Nodes - 512 -

#10, Output 4 Nodes - 4 SoftMax

function is used with the outputs of the SoftMax activation to
perform a decision making about the state of the system. The
categorical cross-entropy loss can be formulated as below:

n L
Loss (6) = —% Z Zy} log (131) , @)

i=1 I=1

where 6 is the set of model parameters and yf and P; are the
target and estimated probabilities that the i — th data sample
belongs to the class I, respectively.

To prevent the overfitting of the CNN model, dropout
regularization is applied in this study. Specifically, a dropout
with a rate equal to 0.2 is applied to the fully-connected layer,
where the local features extracted by convolution-pooling
operations were flattened. A rate of 0.2 means that at each
epoch of the training process 20% of features randomly were
‘dropped out’ and did not participate in the learning proce-
dure. Once the training is completed, the activations of this
fully-connected layer are considered as local features and
are further merged with the global features to perform fault
diagnosis of mechanical seals. The detailed architecture of
CNN utilized for local fault feature extraction in this paper is
depicted in Table 3. Note, that through the whole network the
zero-padding and a stride of size equal to 1 are used.

2) GLOBAL FAULT FEATURE EXTRACTION USING CAE
a: BASIC AUTOENCODER BACKGROUND
The basic autoencoder is usually represented as a neural
network that consists of three layers: input, hidden, and out-
put. Here, the input and hidden layers comprise the encoder
network, while the same hidden layer in conjunction with the
output layer produces a decoder network. The goal of the
encoder is to learn the latent coding (hidden representation)
of the input data. Opposite to the encoder, the decoder part is
used for reconstructing the input data from the learned hidden
representation. The details are provided as follows.

The encoder network receives the input data x and trans-
forms it into a hidden representation h using the mathematics
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of hidden layers:
h=a(Wix+by), (3)

where W1 and b are the weight matrix and a bias vector
of hidden (bottleneck layer) and a is a nonlinear activation
function. The decoder network uses the learned hidden rep-
resentation h to reconstruct the input data x using the equation
below:

X=a(Wzh+by), )

where X is a reconstructed input of the autoencoder and W
and by are the weight matrix and a bias vector of the output
layer, respectively.

For training the autoencoders, usually, the mean squared
error (MSE) loss function is used. Thus, the autoencoders
attempt to minimize the reconstruction error between the
input data and the result obtained at the output layer. There-
fore, the more discriminative and of better quality this learned
latent coding is, the smaller the reconstruction error can be
achieved. Due to these properties, under ‘global’ features,
the latent codings learned by autoencoder are understood in
this paper. The loss function for training the autoencoder is
represented below:

Loss (xfc) = Hx - chz (10)

The overall autoencoder operation can be summarized by:

encoder : h < x
decoder : X < h
encoder, decoder = argmin, Loss (X, f() (11D

Above, the basic three-layer autoencoder operation has
been described; however, the number of hidden layers can
be easily increased, and the number of nodes in these hidden
layers can be changed to create a deep autoencoder archi-
tecture to resolve the specific class of problem. The only
important restriction is that the number of nodes in the output
layer should match the number of nodes in the input layer
to compute the loss function and perform the training of the
deep learning architecture.

b: CONVOLUTIONAL AUTOENCODER (CAE)

A CAE is a convolutional autoencoder that is used for extract-
ing the global features from the kurtogram representations
of the vibration signals in this paper using the property of
data compression inherent in autoencoders. Since the CAE
receives the image at its input, the encoder part of CAE con-
sists of a set of convolutional layers followed by pooling lay-
ers and one fully-connected layer. Symmetrically, the decoder
part of CAE consists of one fully-connected layer followed
by a set of transposed convolutional layers used to perform
the deconvolution operation [40], [41], and this transforms
the latent coding in the bottleneck layer of the CAE into an
image pattern. The exact architecture of the CAE utilized in
this paper is provided in Table 4.
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TABLE 4. The detailed architecture of the CAE submodule.

Layer #, Type Filters / Kernel Output Activation
Nodes # Size Shape
#1, Conv. 8 Filters 3x3 128x128x8 ReLU
#2, MaxPool 8 Filters 2x2 64x64x8 -
#3, Conv. 8 Filters 3x3 64x64x8 RelLU
#4, MaxPool 8 Filters 2x2 32x32x8 -
#5, Conv. 8 Filters 3x3 32x32x8 ReLU
#6, MaxPool 8 Filters 2x2 16x16x8 -
#7, Conv. 8 Filters 3x3 16x16x8 ReLU
#8, MaxPool 8 Filters 2x2 8x8x8 -
#9, Flatten 512 Nodes - 512 -
#10, Reshape - - 8x8x8 -
#11, ConvT 8 Filters 3x3 16x16x8 ReLU
#12, ConvT 8 Filters 3x3 32x32x8 ReLU
#13, ConvT 8 Filters 3x3 64x64x8 ReLU
#14, ConvT 8 Filters 3x3 128x128x8 ReLU
#15, Conv. 3 Filters 3x3 128x128x3 ReLU

As can be seen in Table 4, the encoder part of the CAE
resembles the architecture of a CNN, described in subsection
2.C.1), with the only difference that the fully-connected layer,
512 nodes in size, which is a bottleneck layer of CAE, is not
connected to the output layer. However, in the decoder part of
the CAE, another type of layer - transposed convolutional lay-
ers (ConvT) can be observed. The idea behind ConvT layers is
opposite to one of the conventional convolutional layers [39].
The convolutional layer maps multiple input activations to
a single one, while the transposed convolutional layer asso-
ciates a single activation with multiple output activations.
Specifically, the ConvT layer first upsamples its input by a
factor equal to a stride value with padding and then performs
a convolutional operation on the upsampled input. Thus,
to reconstruct the input vibration signal pattern (kurtogram)
from the latent coding, the stride value was assigned to 2 in
ConvT layers and the padding was kept equal to zero.

To briefly describe the process of transposed convolution,
let us assume that L.”* is the convolution matrix corresponded
to a convolution and summation operations of the layer m and
multiple feature maps (i.e., the outputs) of the previous layer
are transformed into a vector s”~ L. Then, the output X" of a
convolution layer can be represented as follows:

X" = a” <L’"s’"—1 + bm> . (12)

To obtain a reconstruction of the dimensions of s"~! from
the output x™, the convolution matrix L should be trans-
posed to perform a backward pass of a convolution process
(i.e., transposed convolution) [42]. It is important to note that
the transposed convolution process does not deliver the same
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output as the input, but delivers the output of the same spatial
dimensionality and energy. However, in deep learning, this
is usually not considered as the issue because the network
parameters and weights of kernels (filters) are adjusted dur-
ing the training process. Concerning (12), the operation of
transposed convolution layer can be roughly represented as
bellow:

" =a (@ ), (13)

where 3" is the output of transposed convolution layer of the
same spatial dimensions as s~ ! from equation (12).

3) THE CAE-CNN MODEL FOR GLOBAL AND LOCAL
FEATURE EXTRACTION

In Fig. 9, the complete model for extracting global and local
features is represented. As can be seen from the figure, the
local features are extracted from the input kurtogram using a
CNN, while the global ones are extracted using a CAE. After
training the CNN and CAE models, the outputs of their fully-
connected layers, 512 nodes in size (global and local features
extracted from the kurtogram), are merged. These features are
used for accomplishing the fault identification problem using
the shallow ANN architecture with a SoftMax classifier.

D. FAULT IDENTIFICATION BY ANN
The ANN used for fault identification in this study has a shal-
low architecture and consists of three layers: one input later
that receives the global and local features extracted by the
CNN-CAE model in its input, one hidden layer used for linear
transformation of the features using the matrix multiplication
operator, and an output layer with a SoftMax activation func-
tion. This ANN is needed to perform the decision about the
state of the rotor system using the features extracted by the
CNN-CAE model from the input kurtogram of the vibration
signal; hence, the categorical cross-entropy is a loss function
used for accomplishing the multiclass classification task.
The operation of the output layer can be described sim-
ilarly, as was presented in (5) and (6). However, a small
difference exists in the input and hidden layer of the ANN.
In this work, the activation function is not applied to these
layers and thus, the formulation of operation of the input
and hidden layers of the ANN can be represented using the
following formula:

X"=W"x""! 4", (14)

where x” is the output of the m™ layer that can be an input
or hidden one, X! is the output of the previous layer, and
W™ and b™ are the respective weight matrix and bias vector
of the m™ layer. Note, that when this equation is applied to
the input layer of ANN, as the output of the previous layer
(x"~1) the vector comprising merged global and local fea-
tures should be understood, so x~ ! = {xC-CNN yxFC_CAE}
where xfC-CMV are the features obtained in flattened features
extracted by CNN and x7€-CAE are the flattened features
delivered by CAE.
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FIGURE 9. The proposed CAE-CNN model for extracting local and global features from the kurtogram patterns.

TABLE 5. The detailed architecture of the ANN submodule.

Layer #, Type # Nodes Activation Dropout

(rate)
#1, Input 1024 - Yes, 0.2
#2, Hidden 512 - Yes, 0.2
#3, Output 4 SoftMax -

The exact architecture of the ANN used for fault identifica-
tion in this study is presented in Table 5. To avoid overfitting
during the training, dropout regularization at a rate of 0.2 is
applied to the input and hidden layers.

E. THE COMPLETE MODEL FOR DIAGNOSING FAULTS

To provide a better understanding of the proposed feature
extraction and fault diagnosis model operation, the mathe-
matical summary is provided in this subsection. To recover,
at the first step, the CNN and CAE modules of the proposed
model work on the feature extraction task. Let x; be an input
image pattern of the kth color channel, then the process of
extracting local features by CNN using (3)-(5) and Table 3
can be summarized as below:

Kinp ,
Layer | : x! = a! (Zk_l W, xx.” —i—bl)
Layer2 : x> = B2down (Xi) +b2
Laver 7 : x! = K® W % x6 4 b’
ayer / : X, = a Zk:l ko X T D,
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Layer 8 : X§ = ﬂ?down <XZ) + bg
Layer 9 : x[C-CNN- — VCC(XS)
Layer 10 : X" = softmax (W”‘XF C_CNN 4 bm) .

15)

Despite CNN has an output layer with a softmax activation
function, this output layer is needed for training the deep
neural architecture. Out of these equations, X"~V s of our
interest which represents a flattened vector of local features
extracted by series of convolutional-maxpooling layers of the
CNN. .

Simultaneously with CNN, CAE processes the input X;C"p
to derive the latent coding which is considered as a vector
of global features in this manuscript. The operation of CAE
can be summarized using the (3-5) as for CNN, (12-13)
for transposed convolution operation, and the architecture
presented in Table 4. This summary is represented as below:

Kinp .
Lyl 1 ) .
Layer1:x, = a <Zk_1 Wi x4 bC,)
Layer2: x> = B2down (Xi> +b?
Layer7:x. = a’ 2K6 W % x6 4 b7
e j=1 " ko™ X T De
Layer 8 : x> = B%down (XZ> b
Layer 9 : x/ €-CAF — vee(x®)
Layer 10 : xf = Vecg—’é,g(XFc_CAE)

Layer 11 : &' = 4! ((L“)TxR n b“)
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Layer 14 : &4 = o4 ((L“‘)T 13y b14)

Kl
a15< . 1ch*xk +b8>
(16)

Here, layers 1 to 8 are similar to ones of CNN and correspond
to the encoder part of CAE. The vector x'C-CAE s of our
interest since it represents the latent coding learned by CAE
from which it is possible to reconstruct the input image pat-
terns. These latent codings are considered as global features
in this manuscript. Layers 10-15 are the layers of the decoder
parts of CAE which are used to reconstruct the inputs using
the learned global features. Here, layer 10 represents the
reshaping operation on the vector of global features and layers
11 to 14 are the layers performing transposed convolution
operation and layer 15 is a single convolution layer used to
recover the spatial dimensionality of the original inputs x;cnp .

Once the local features x©~MV are extracted by CNN and
global features x/C-CAF are extracted by CAE, these features
are fed into ANN to complete the fault classification. The
operation of ANN used in this paper can be summarized as
follows:

Layer 15:x° =

— (xFC_CNN (j xFC_CAE
Layer 1 : xinP — (me R Y )
Layer2:x" = (Wh inp —i—bh)

Layer 3 : x* = softmax (W"“‘xh n b”“’) . a7

That is, after the features were merged, the simple struc-
tured ANN accomplishes the decision-making on the health
state of the system.

Ill. EXPERIMENTAL RESULTS

In this section, the proposed model for diagnosing mechanical
seals fault is evaluated using the datasets corresponding to
two different pressure levels and compared against other
counterpart methodologies.

A. TRAINING, VALIDATION, AND TESTING DATA
CONFIGURATION

For evaluating the fault diagnosis performance of the frame-
work introduced in this paper, the training, validation, and
testing subsets should be organized. For this, first, the com-
plete dataset consisting of 1200 kurtograms (300 kurtograms
for each data class) is randomly split into training and testing
subsets at a ratio of 8:2. Next, the training subset is randomly
split again at the same ratio to create the final training subset
and validation subset that will be used to observe the improve-
ments of the validation loss during the model training. Hence,
the final training subset consisted of 960 data samples. The
validation subset comprised 192 data instances and the testing
dataset was represented by the remaining 240 kurtograms
that were unseen during the model training. The training-
validation-testing subset organization of methods used in the
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comparison is held at the same rate as the ones presented for
the proposed framework. To eliminate the effect of random-
ness, the experiment was performed ten times where, in each
experiment, the complete dataset has been randomly split.

B. CONVERGENCE ANALYSIS

In this subsection, the convergence of the proposed method-
ology is analyzed and the possible directions for further
improvement are presented. To analyze the convergence
properties, the training scenario of the proposed technique
should be defined first. In this work, the training of each
module of the model is left under the control of the early
stopping algorithm. The idea of this algorithm is to stop the
training process once the value of the validation loss function
stops decreasing or starts increasing. The minimal improve-
ment of validation loss as a stopping criterion for training has
been assigned to 2 x 107> experimentally. This value is a
tradeoff between the validation classification accuracy and
convergence speed in this work.

Once the training scenario was set, the training and valida-
tion procedure was repeated ten times. It is important to men-
tion that the CAE and CNN modules of the proposed model
were trained in parallel for extracting global and local features
from the kurtogram representations of the vibration signals.
The validation loss convergence curves for each module of
the proposed model obtained during experiment #2 for the
4.0 bar pressure dataset are presented in Fig. 10.

1.2
CAE Val.Loss.
CNN Val. Loss
1 ANN Val.Loss
g
=0.8
p
% 0.6
S
0.4 feature extraction fault identification
Stall Epochs
0.2} i !

0 25 50 75 100 125150 175200 225 250 275300
Epoch
FIGURE 10. The validation loss curves obtained by the proposed

technique during experiment #2 on the dataset collected under 4.0 bar
pressure.

From Fig. 10 it can be seen that the loss curves correspond-
ing to each of the modules of the proposed framework suc-
cessfully converged to the values close to zero. However, due
to the difference in the complexity of the training procedure
of the CNN and CAE modules, the number of epochs needed
until convergence is different. This caused the stalling issue
when one feature extraction module completed its training
and to proceed further with fault diagnosis, time is required to
complete the training of the second feature extraction module.
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TABLE 6. The convergence loss function end-values in ten experiments For 3.0 and 4.0 bar pressure datasets.

Pressure 3.0 Bar

Experiment CAE CNN ANN Total Stall
Epochs Tr.Loss Val.Loss | Epochs Tr.Loss Val.Loss | Epochs Tr.Loss Val.Loss | Epochs Epochs
1 138 0.0088 0.0083 101 0.0184 0.0429 77 0.0718 0.0244 215 37
2 142 0.0087 0.0090 125 0.0083 0.0273 69 0.0689 0.0210 211 17
3 195 0.0080 0.0083 70 0.0420 0.0561 108 0.0339 0.0052 303 125
4 158 0.0083 0.0081 99 0.0073 0.0743 53 0.1167 0.1124 211 59
5 175 0.0089 0.0082 62 0.0416 0.1010 110 0.0652 0.1190 285 113
6 206 0.0079 0.0080 71 0.0241 0.0648 84 0.1252 0.0837 290 135
7 171 0.0088 0.0088 85 0.0046 0.0321 70 0.0576 0.0180 241 86
8 170 0.0090 0.0090 72 0.0260 0.0484 79 0.0739 0.0524 249 98
9 149 0.0086 0.0083 101 0.0167 0.0290 78 0.0638 0.0292 227 48
10 160 0.0087 0.0089 68 0.0203 0.0892 65 0.0674 0.0522 225 92
Average 166.4 0.0085 0.0084 85.4 0.0209 0.0565 79.3 0.0744 0.0517 245.7 81
Pressure 4.0 Bar
Experiment CAE CNN ANN Total Stall
Epochs Tr.Loss Val.Loss | Epochs Tr.Loss Val.Loss | Epochs Tr. Loss Val. Loss | Epochs Epochs
1 153 0.0103 0.0104 93 0.0038 0.0649 83 0.0466 0.1025 236 60
2 184 0.0108 0.0106 50 0.0155 0.0189 125 0.0567 0.0051 309 134
3 152 0.0102 0.0104 101 0.0018 0.0036 77 0.0665 0.0146 229 51
4 166 0.0100 0.0097 62 0.0092 0.0295 124 0.0261 0.0064 290 104
5 170 0.0097 0.0092 109 0.0020 0.0045 109 0.0339 0.0017 279 61
6 149 0.0104 0.0103 57 0.0053 0.0481 77 0.0905 0.1154 226 92
7 199 0.0101 0.0097 71 0.0168 0.0322 90 0.0419 0.0196 289 128
8 177 0.0098 0.0101 57 0.0051 0.0153 115 0.0304 0.0277 292 120
9 157 0.0104 0.0100 79 0.0049 0.0410 73 0.0520 0.0337 230 78
10 176 0.0100 0.0101 51 0.0330 0.0745 33 0.0602 0.1002 209 125
Average 168.3 0.0101 0.0100 73 0.0097 0.0332 90.6 0.0504 0.0426 258.9 95.3

More details related to convergence analysis of the proposed
technique, when trained on both datasets collected under
different pressures, are presented in Table 6.

Despite the good convergence obtained for the two datasets
collected under different pressure levels during ten experi-
ments, it can be seen that to speed up the overall training
procedure, the number of stalling epochs should be reduced,
or the proposed methodology should be improved to elimi-
nate this problem.

C. FAULT IDENTIFICATION PERFORMANCE AND
COMPARISONS

To evaluate the efficacy of the proposed fault identifica-
tion methodology, it is compared with five various coun-
terpart techniques that include the conventional fault diag-
nosis framework and the recent deep learning-based solu-
tions. The first two approaches described are the methods
from the literature that were explicitly designed for diag-
nosing CP fault types. The first method used for the com-
parison comprises a wavelet packet transformation (WPT)
used for vibration signal preprocessing and principal com-
ponent analysis (PCA) applied for selecting the optimal
WPT bases and to perform the extraction of statistical fea-
ture parameters [4]. This method is further referred to as
WPT-PCA-MSVM. In the second approach, the WPT is first
used for signal preprocessing and the best energy criteria is
next applied for selecting the optimal bases for extracting
the valuable features [4]. This method is further referred
to as WPT-BE-MSVM. The third scheme from the family
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of conventional fault diagnosis pipelines represents the sta-
tistical feature parameter extraction from the time-domain
vibration signal and SVM for accomplishing the fault identifi-
cation task. This technique is further referred to as TSF-SVM
in the text of this manuscript. Since the proposed technique in
this paper represents the family of the deep learning methods,
it is decided to add one of the state-of-the-art from the same
family of techniques for comparison purposes. Specifically,
this is the method that has been successfully applied for diag-
nosing mechanical faults in rolling-element bearings utiliz-
ing envelope power spectrum analysis and one-dimensional
CNN [43]. This technique is further referred to in the text
as EPS-CNN. In the final method used in this comparison,
the CNN architecture from the proposed scheme alone is
applied for mechanical seal fault diagnosis with the kur-
togram of the vibration signal as its input. This approach is
further referred to as Kurt-CNN and allows us to investigate
whether the addition of the features extracted by CAE to ones
extracted by CNN affects the fault diagnosis performance or
not.

The fault diagnosis results for the proposed and referenced
methods are expressed in terms of weighted recall, precision,
and f1-score, along with the fault classification accuracy that
can be computed using the formulas below:

S M % (TP (TPw + FN 1))

Recall = N (18)
M
x (TP TP,, + FP,
Precision = Zm i ( m/( z m)) (19)
N
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TABLE 7. The Results averaged over ten experiments For 3.0 and 4.0 bar pressure datasets.

PRESSURE 3.0 BAR PRESSURE 4.0 BAR
Methods Metrics (%) Metrics (%)
Recall Precision F1-Score Accuracy Recall Precision F1-Score Accuracy
Proposed 98.67 98.72 98.67 98.67 99.42 99.43 99.42 99.42
Kurt-CNN 97.08 97.18 97.09 97.08 98.88 98.90 98.87 98.88
EPS-CNN 98.58 98.62 98.59 98.58 97.83 97.88 97.83 97.83
WPTPCA-SVM 98.20 98.23 98.20 98.20 98.95 98.97 98.95 98.95
WPTBE-SVM 95.04 95.11 95.03 95.04 99.29 99.30 99.29 99.29
TSF-SVM 96.66 96.73 96.66 96.66 9291 98.94 92.89 9291
1 ¥ (Recall,, X Precision,,)
F1=_> nyx2 " om 100
N — (Recall,, + Precision,,) 99 H .
X
(20) e o8 -Q
Z% TP, ; 97
Accuracy = ="—— 21 S
N 5 06 . *
Here, TP,,, FP,,, and FN ,, are the true positive, false positive, 8 95
and false negative values computed for the data samples < o5t .
belonging to the class m; n, is the total number of samples
belonging to the class m; M stands for the total number of o3
classes (equal to four in this study); and N is the total number 92
of data instances in the testing datasets. The metrics of the (a)
experimental results, presented in (18-21), are averaged over 100
ten experimental trials and are tabulated in Table 7. 99 ?% @
Fig. 11 shows the statistics of testing accuracies demon- o8 EI
strated by all the techniques during the ten experiments. O\E 97
The black cross inside the boxes in this figure corresponds > 2:
to the mean fault classification accuracy demonstrated by g o4
the methods. Additionally, the confusion matrices present- S o3
ing the performance of all the methods on 3.0 and 4.0 bar < 92
datasets and averaged over 10 experimental trials are depicted 91
in Fig. 12 and 13. 90
From Table 7 and Fig. 11, it can be seen that the proposed (b)
methodology outperformed the referenced fault diagnosis [ Proposed [ Kurt-CNN O EPS-CNN

frameworks used in this comparison. Specifically, the fault
classification accuracy for the proposed method averaged
over ten experimental trials is equal to 98.67% for the
data corresponding to 3.0 bar pressure and 99.42% for the
instances belonging to 4.0 bar pressure datasets, respectively.
Furthermore, during all the experiments using both datasets,
the fault classification accuracy demonstrated by the pro-
posed technique did not fall below 97.9%. Fig. 14 repre-
sents the linear discriminants obtained by applying Linear
Discriminant Analysis to the joint feature vector containing
features extracted by CAE and CNN. From this figure it
can be seen that despite there is a some degree of overlap
between feature projections, overall, the features belonging to
different classes are well-separable so ANN module used for
decision-making in this work can achieve high classification
accuracy.

On the contrary, Kurt-CNN (representing the same CNN
network as one used in the proposed CAE-CNN model)
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FIGURE 11. The statistics of fault classification accuracy demonstrated by
various techniques during ten experiments on (a) 3.0 bar pressure dataset
and (b) 4.0 bar pressure dataset, respectively.

achieved an averaged fault identification accuracy of 97.08%
and 98.88% for the data samples corresponding to datasets
collected under 3.0 bar and 4.0 bar pressure, respectively.
Also, from the boxplots depicted in Fig.11, it can be observed
that during ten experiments the fault diagnosis accuracy expe-
rienced a drop until a value of 93.8%. Furthermore, some
outliers deviating from the mean and median accuracy can
be seen. Comparing to the proposed technique, the boxplots
corresponding to Kurt-CNN have longer whiskers which
highlights the deviations of results for some of the experi-
ment trials from the mean accuracy value. Based on these
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FIGURE 12. The confusion matrices averaged over 10 experimental trials under 3.0 bar pressure for (a) proposed, (b) Kurt-CNN,
(c) EPS-CNN, (d) WPTPCA-SVM, (e) WPTBE-SVM, and (f) TSF-SVM techniques, respectively.

observations it is possible to conclude that the simultaneous
application of the global and local features extracted by CAE
and CNN (CAE-CNN model), in conjunction with a tiny
ANN for decision making, can increase the fault classifica-
tion accuracy and stabilize the fault diagnosis performance
(reduce the deviations from the mean accuracy value when
the experiment repeated multiple times with random dataset
permutations).

Talking about EPS-CNN, from the experimental results
it can be observed that this technique reached fault clas-
sification accuracy values averaged over 10 experimental
trials of 98.58% and 97.83% on data collected under 3.0 and
4.0 bar pressure, respectively. In this technique, the envelope
power spectra of vibration signals are computed and then
are fed into a one-dimensional CNN for extracting features
and diagnosing faults. Based on the experimental results
it is concluded that despite one-dimensional CNN is capa-
ble of achieving high fault classification accuracy, the use
of envelope power spectra as the patterns for representa-
tion learning problem might not be discriminative enough
for a task of diagnosing CP mechanical faults. One of the
reasons for this behavior is that the fault frequency compo-
nents of CP are spread in a wide frequency range, includ-
ing a high-frequency one, which may cause CNN to extract
non-discriminative features from these one-dimensional
sequences.
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In regard to WPTPCA-MSVM, this method demonstrated
the averaged fault classification accuracy of 98.20% and
98.95% for the data instances belonging to datasets collected
under 3.0 and 4.0 bar pressure, respectively. In this approach,
the vibration signal is decomposed by the WPT up to 2 levels
having 4 bases. The number of bases here corresponds to the
dimensions of the data. The application of PCA for dimen-
sionality reduction requires the assumption that the most
valuable information hidden in the data is contained in the
components with high values of variance. After PCA, the first
two higher-variance WPT bases, which contributed 70% of
data covariance, have been selected for statistical feature
extraction. The degraded fault classification performance in
comparison with the proposed model can be explained by
the information loss during the PCA dimensionality reduc-
tion as well as the common issues inherent to the WPT,
such as the dependence of the result on the mother wavelet
function.

Regarding the WPTBE-MSVM approach, this method
demonstrated the averaged fault classification accuracy
of 96.66% and 92.91% for the data instances belonging to
datasets collected under 3.0 and 4.0 bar pressure, respec-
tively. Here, the vibration signal was first decomposed up
to 2 levels having 4 bases using WPT. Then, the energy
values were calculated for each of the bases, and bases are
arranged in descending order concerning the energy values.
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FIGURE 13. The confusion matrices averaged over 10 experimental trials under 4.0 bar pressure for (a) proposed, (b) Kurt-CNN,
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FIGURE 14. The linear discriminants of the joined feature vector consisting of global and local features
obtained for datasets collected under (a) 3.0 bar and (b) 4.0 bar pressure levels, respectively.

After arranging the WPT bases, statistical features were used
to grade each of the bases based on the achieved classifica-
tion accuracy. There are two main reasons for the observed
degradation of classification performance during the analysis.
First, it has been observed that the selection of the decom-
position bases based on the energy criterion proposed in the
referenced literature may lead to a loss of valuable infor-
mation about several fault subtypes. The second reason is
similar to the one discussed for the WPT-PCA-MSVM tech-
nique and this is the need for finding an appropriate mother
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wavelet function to achieve high-quality decomposition
results.

In regard to the TSF-SVM technique, where the sta-
tistical feature parameters for diagnosing CP faults have
been extracted from the time-domain vibration signals, this
approach demonstrated an averaged fault classification accu-
racy of 95.04% and 92.91% for the data instances belong-
ing to datasets collected under 3.0 and 4.0 bar pressure,
respectively. The classification accuracy underperformance
for this technique can be explained by the fact that the
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vibration signals collected from the testbed include the ran-
dom fluctuations caused by the CP faults. Thus, the features
obtained from these signals without filtering or preprocess-
ing might fail to properly describe the fault processes being
investigated.

Overall, it can be concluded that the proposed method-
ology solves the problem of centrifugal pump fault diag-
nosis at high classification accuracy levels under different
data permutations that also provide some insights about
the capabilities of delivering stable performance during the
repeated experiment trials. However, from the convergence
analysis, it can be seen that still there is a window for the
improvement of the proposed technique such as addressing
the problem of training stall.

IV. CONCLUSION

In this paper, a novel deep learning-based approach is pro-
posed for fault feature extraction and diagnosing mechan-
ical faults in centrifugal pump systems. Specifically, first,
the vibration signals collected from the system are con-
verted into a two-dimensional kurtogram representation to
reveal insights into the processes ongoing in the centrifugal
pump system and to detect transients. Next, the convolutional
autoencoder and convolutional neural network are learned
simultaneously to extract global and local features from
the kurtogram patterns. Finally, those extracted features are
merged and propagated to a shallow artificial neural network
to complete fault identification. The experimental results
demonstrated that the proposed framework reached a high
classification accuracy of 98.67% and 99.42% averaged over
ten experimental trials with datasets collected under 3.0 and
4.0 bar pressure, respectively. In future research, we will
focus on resolving the training stall issue of the current
version of the technique as well as comparing its efficacy
when other types of signals, such as acoustic emission ones,
are used for assessing the condition of the system.
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