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ABSTRACT In this paper, we propose a robust face recognition model called DeepWTPCA-L1 using
WTPCA-L1 features and a CNN-LSTM architecture. First, WTPCA-L1 algorithm, composed of Three-level
decomposition of discrete wavelet transform followed by PCA-L1 algorithm, is exploited to extract face
features. Then, the extracted features are used as inputs of the proposed CNN-LSTMarchitecture. To evaluate
the robustness of the proposed approach, several face recognition datasets have been used. In addition,
the proposed method is trained on noisy images using Gaussian, and Salt & Pepper noise added to the
facial images of each dataset. The results of the experiment indicate that the proposed model achieves high
recognition performance on three well-known standard face databases. When compared to state-of-the-art
methods, the proposed model achieves a better face recognition rate.

INDEX TERMS Face recognition, WTPCA-L1 algorithm, CNN-LSTM architecture.

I. INTRODUCTION
Data analysis is becoming a challenging task due to the
advancement in the concerned domains such as real-time pro-
cessing or those associated with large communication, com-
putation, storage, and transmission of data [1]. Furthermore,
the advancement of video surveillance systems that protect
our lives necessitates the continuous processing of captured
data, especially when people’s security or objects’ safety is
jeopardized [2]. The acquisition using multiple views with
multiple cameras can also complicate the analysis of each
source of data, which makes the use of certain represen-
tative and unique features, like faces, a suitable solution.
Nowadays, video technologies face a range of challenges and
difficulties, primarily related to the retrieval of information
in real-time from a vast number of recordings, as well as
video management as collection and storage techniques are
rapidly evolving. However, massive storage is required for
all these videos which not only consumes space but also
time. A requirement for storage of meaningful and interesting
information is an essential task. Furthermore, the extracted
data can be used to identify and detect multitude of events
that can aid in analyses such as abnormal events and human
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specific behaviour, as well as predict a variety of events
that commonly occur in scenes, especially scenes with large
crowds such as football fans in stadiums. Eventually, a num-
ber of researchers focused on their studies on finding some
techniques to extract the pertinent information, according to
the purpose and the analyzed situations, from the captured
data [3]. This research field is essential for the improvement
of computer vision applications that require complex data
analysis.

The face is an important feature for many computer vision
applications, due to the unicity of its characteristics for each
person, Which makes the face a better feature for identifying
a human being. Due to the fact that humans are the prime
source of insecurity in society, facial recognition can be use-
ful for detecting and recognizing anomalistic behaviour [4].
In addition, the detection and the recognition of the existing
faces in the monitored scenes can assist in managing and
monitoring uncontrolled scenes like events. This has lead
to face detection and recognition being a hot research topic
during the last decades. It has attracted researchers to find
better techniques with high performance.Manymethods have
been proposed using different image processing algorithms
and techniques [5]. However, these approaches are limited by
many problems including lack of datasets for training, illumi-
nations changes, and pose variations of the faces which affect
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the performance of such method [6]. With the introduction of
deep learning techniques, the performance of face recognition
has increased and helped overcome some problem like the
selection of the suitable features that can be used during the
recognition process. However, many problems still exist even
using deep learning methods like pose variations, environ-
mental changes, and image resolution.

In this work, a face recognition model is proposed called
DeepWTPCA-L1. The proposed model starts by extracting
face features using WTPCA-L1, while each face is presented
with 40 features for ORL and GTFD datasets, and 120 fea-
tures for FERET dataset. Due to the effectiveness of deep
learning models in different computer vision tasks on image
data, we exploit these techniques with other features like
WTPCA-L1. After the extraction of WTPCA-L1 features of
each face, a proposed deep learning architecture based on
CNN and LSTM networks is used for face identification. The
results obtained demonstrate the robustness of the proposed
method for recognizing faces on different datasets. Also,
the proposed approach can recognize faces even on noisy
images.

The rest of this paper is structured as follows. In Section II,
we review briefly some related face recognition algorithms.
The PCA and PCA-L1 algorithms are explained in section III.
The proposed approach is explained in Section IV. Exper-
imental results are presented and discussed in Section V.
Finally in Section VI, we give a conclusion relevant to the
paper.

II. RELATED WORKS
Face recognition (FR) has attracted great interest from the
research community due to its wide use in authentication
applications. Also, the face structure makes the recognition
of a face a very challenging task. The probability of appear-
ance of the same face in a dataset is affected by differ-
ent lighting conditions, poses, expressions, and occlusions,
which increases the problem of intra-class variability. The
key idea to overcome this problem is to find discriminant
and optimal facial representations. In literature, the four
most used techniques for extracting discriminant face fea-
tures are Principal Component Analysis (PCA) [7], [8],
Independent Component Analysis (ICA) [9], Linear Dis-
criminant Analysis (LDA) [10], and Nonnegative Matrix
Factorization (NMF) [11] like illustrated in Figure 1. PCA
is adapted to extract the optimal features from an image.
While LDA seeks a discriminant projection matrix which
used for inter-class distance maximization and intra-class dis-
tance minimization. ICA is also looking for projection bases
such that the projected data are uncorrelated. NMF finds an
approximate decomposition of the original data matrix into
two non-negative matrices. In addition, the global geometric
structure of the data space is preserved while using these
methods but ignores its local geometric structure. In order
to overcome this problem, many data dimension reduc-
tion methods have been proposed. In [12] the authors pro-
posed a learning method based on neighborhood preserving

FIGURE 1. Discriminant facial representations techniques.

embedding (NPE). For the same purpose, the authors in [13]
used locality preserving projection (LPP) for data dimen-
sion reduction. NPE and LPP are unsupervised-learning
techniques based on approximations of Laplace embedding
(LE) [14], [15] and local linear embedding (LLE) [16],
respectively.

Motivated by NPR and LPP, many algorithms have been
proposed for image recognition. but in subspace learning
methods, a transformation from 2D images to 1D vectors
should be done first. however, the spatial characteristics of
the images are an important feature for recognition tasks
but it’s not taken into consideration when using these tech-
niques. To solve this limitation, the researchers proposed
many feature extraction methods, such as two-dimensional
NMF (2DNMF) [17], two-dimensional PCA (2DPCA)
[18], [19], and two-dimensional LDA (2DLDA) [20]. The
advantage of these approaches is that the relevant features are
formed from the original image. In addition, the approaches
depends mainly on the L2-norm is suitable as a distance met-
ric to compute the data similarity. However, the L2-norm can
be affected by noises and outliers. This makes the approaches
declared above not very effective.

In order to reduce the impact of outliers and noises, some
researchers replaced L2-norm by L1-norm for distancemetric
computation. Several techniques based on the L1-norm have
been widely used in image recognition. L1-PCA [21] and
PCA-L1 [22] are the optimal and representative algorithms
based on L1-norm. L1-PCA exploits the L1-norm in the
objective function to minimize reconstruction error. PCA-L1
uses the projection bases which maximizes the objective
function in sense of L1-norm. Inspired by the L1-norm-
based algorithms, several dimensionality reduction methods
have been exploited. For instance, the most representative
are LDA-L1 [23], 2DLDA-L1 [24], 2DPCA-L1 [25], and
2DCRP-L1 [26].

During the last recent years, face recognition using
deep learning techniques has given remarkable results and
becomes one of the most active lines of research. Many works
proposed for the same purposes such as Supervised convolu-
tional neural network (CNN)which is adapted inDeepID [27]
and DeepFace [28] for multi-class classification limitation
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Algorithm 1 PCA-L1 (d̃ = 1)

Input: Data variance F = {fi}ni=1 ∈ Rd×n

Output: Projection basis φ ∈ Rd×1

1: Initialization: Take any φ(t = 0). Set φ(0) ←− φ(0)
‖φ(0)‖2

and t = 0
2: Singularity check:

for i = 1, 2, . . . , n do
if φT fi < 0 then pi(t) = −1
else then pi(t) = 1
end for

3: Maximization:
t ←− t + 1
φ(t) =

∑n
i=1 pi(t + 1)fi

φ(t)←− φ(t)
‖φ(t)‖2

.
4: Stability test:

if φ(t) 6= φ(t − 1), go to Step 2.
Else if there exists i s.t φT fi = 0,
φ(t)←− (φ(t)+1φ)

‖φ(t)+1φ‖2
and go to Step 2.

Otherwise, Set φ∗ = φ(t) and Stop.

and learning-features on large databases. Motivated by
triples-loss, unified face-embedding [29] exploited Euclidean
space embedding, triplet-loss, and 200 million facial images
to have the best accuracy. To improve the recognition perfor-
mance using feature embedding, a combination of softmax
loss and contrastive loss called DeepID2 [27] aims to oversee
CNN training for verification and identification. In [30],
the authors have fully explained the center for CNNs by
LDA and obtained a higher recognition rate. DeepID2+ [31]
and DeepID3 [32] used an advanced networks to extract
representative face features. Recently, effective CNNs in FR
are based on either contrastive loss or triplet loss. Many
techniques give considerable performances by improving on
FR deep CNN’s [33], [34]. Whereas in [35] the authors
have proposed an efficient method, called robust discrimina-
tive non-negative dictionary learning for occluded FR. Also,
the Local-circular quaternary pattern is discussed by Roy and
Bhattacharjee [36].

The proposed methods in the literature, that used Deep
learning techniques on images, have achieved good perfor-
mance. But, it’s still sensitive to any changes in the face
images like noises, pose variation and illuminations.

III. PCA AND PCA-L1
Principal Component Analysis (PCA) is one of the most
widely used and adapted unsupervised learning approaches
in several application areas. Such as pattern recognition and
computer vision. Its main purpose is to reduce the number of
variables of the input data X = [x1, x2, . . . , xn] ∈ Rd×n into
a representation of small dimension Y = [y1, y2, . . . , yn] ∈
Rd̃×n with d̃ � d . This is done mathematically by the search
for a projection bases φ ∈ Rd×d̃ which maximizes the data
variance F = {fi}ni=1, where fi = xi − m and m = 1

n

∑N
i=1 xi

is the centroid of training-data.

φ = arg max
φT φ=Id̃

n∑
i=1

‖φT fi‖22 = arg max
φT φ=Id̃

tr(φTCrφ) (1)

We assume that Cr = 1
N FF

T is a covariance matrix and
tr(.) is the trace operator. The solution of the Eq. (1) is com-
posed of the orthonormal eigenvectors of Cr that correspond
to the first d̃ largest eigenvalues. However, the advantage of
conventional PCA in face recognition is its high recognition
accuracy in ideal facial-databases. Also, it is not robust to
outliers and noises for its inherent properties of L2-norm.
To handle this problem, Kwak [22] proposed a robust variant
called PCA-L1. This variant is based on L1-norm instead of
using L2-norm. Expressed mathematically by the following
equation :

φ = arg max
φT φ=Id̃

‖φTF‖1 = arg max
φT φ=Id̃

n∑
i=1

‖φT fi‖1 (2)

where ‖.‖1 denotes the L1-norm of a vector. However,
the authors in [22] reformulates the equation into an ordinary
sum expressed by the following equation:

φ = arg max
φT φ=Ik

n∑
i=1

‖φT fi‖1 = arg max
φT φ=Ik

n∑
i=1

piφT fi (3)

where pi represents a polarity function equal to 1 if
φT fi ≥ 0; or −1 if φT fi < 0. For more technical details
on PCA-L1 algorithm can be referred to [22]. The steps
to form the projection bases of PCA-L1 are summarized in
Algorithm 2. The projection vector φ converges to φ∗, which
is a local maximum point of

∑n
i=1 ‖φ

T fi‖1. Nevertheless, its
possible that this obtained solution it may not be a global
solution. The first principal base of L2-PCA is used as an
initial vector φ(0) and presents a greedy search algorithm for
d̃ > 1.

Algorithm 2 PCA-L1 (d̃ > 1)

Input: Data variance F = {fi}ni=1 ∈ Rd×n

Output: Projection bases φ = {φi}d̃i=1
1: φ(0) = 0 and F0 = F
2: for i = 1, 2, . . . , d̃ do
3: fi = (Id̃ − φi−1φ

T
i−1)fi−1

4: Apply PCA-L1 on fi
5: end for
6: return φ

The PCA-L1 algorithm is very robust to severe outliers and
noise. This implies that PCA-L1 is better than the classical
version in terms of recognition accuracy. However, PCA-L1
suffers of two major critical points which are:

1) The method does not exhibit-invariance of rotation,
because

∑n
i=1 ‖ωφ

T fi‖1 6=
∑n

i=1 ‖φ
T fi‖1 (ωTω = I ),

where ω is an arbitrary rotation matrix.
2) The heuristic solution of the method consumes a lot of

training time to form projection bases φ.
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FIGURE 2. Flowchart of the proposed DeepWTPCA-L1 model.

Several researchers have worked to overcome this limitation.
For example, the researchers in [37] proposed an algorithmic
solution which is based on an initialization procedure of
gram-schmidt orthogonalization. In this paper, we propose
a new face recognition system which constitutes two major
steps: 1) We exploit the WTPCA-L1 method [38] to better
represent the raw images in a low dimensional mathematical
space. 2) We propose a new CNN-LSTM architecture. In the
next section, the proposed model will be described in details.

IV. PROPOSED APPROACH
Face recognition is a hot topic and an important task in
computer vision applications. To achieve a high recognition
efficiency, many researchers employ a variety of techniques.
Deep learning methods have become the most prominent
method for this task. Compared with traditional techniques,
Convolutional Neural Networks (CNNs) on images, has
achieved high performance in recognition. Unlike the existing
method, this paper proposes a new method for face recogni-
tion using WTPCA-L1 as a features extraction module fol-
lowed by a recognitionmodule using a proposed CNN-LSTM
architecture.

The proposed contribution consists of two main steps: the
first step consists of extracting features from the face images
using the WTPCA-L1 technique. The extracted features are
used as inputs for the proposed CNN-LSTM architecture.
This architecture is composed of a sequential convolutional
and pooling layers that provides features extraction from the
input data, followed by an LSTM network and then dense
Layers. Figure 2 illustrates the flowchart of the proposed
DeepWTPCA-L1model. The following sections describe our
proposed approach in detail.

A. FEATURE EXTRACTION USING WTPCA-L1
From WTPCA-L1 feature extraction algorithm stated in the
previous section which aims to accelerate the process of
computing PCA-L1 algorithm with the use of Three-level
Wavelet decomposition Transformation (Three-level DWT)
based on Daubechies [39] of the original images. Instead of
extracting the projection bases of the raw images from the
database, we only exploited the LL3 band of the Three-level
decomposition of DWT as illustrated in Figure 2.

The features extraction process start by selecting the train-
ing space, which defined mathematically by X ∈ Rd×n.
WTPCA-L1 technique is exploited to compute the sub-space
projection φ ∈ Rd×d̃ using Algorithm 2. Then, the data X is
projected using the following equation:

Y = φTX (4)

where Y ∈ Rd̃×n contains the feature vectors of the training
set. Using WTPCA-L1 on each image a vector of values
is extracted. The obtained vectors are the features used as
inputs of the proposed CNN-LSTM architecture that will be
presented in the following section.

B. CNN-LSTM ARCHITECTURE
Convolutional-based models can extract useful information
for effective learning from time-series or images data. Unlike
traditional RNN model’s LSTM networks are capable to
identify ‘‘long-term and short-term dependencies’’. The com-
bination of CNN and LSTMnetworks can improve the system
performance, while the use of features extracted from face
images can also help for a better learning for face recogni-
tion. By the following, a detailed description of the proposed
data representation and the deep learning architecture will be
presented.

C. CONVOLUTIONAL AND POOLING LAYERS
A network combining a sequence of convolutional and pool-
ing layers dedicated to filtering the input data to extract
desired information. The output of these layers is exploited
by fully connected layers which are the final step in a network
before the prediction of the desired output.

To obtain the output feature values of a convolutional layer,
a convolution operation is applied to raw input data and
convolution kernels. The structure of the input data must be in
matrix form, due to the fact that the convolution operationwas
designed for image-based features extraction. Usually, each
model is a set of blocks of convolutional layer followed by
an activation (linear) and then a pooling layer. Pooling used
to reduce the matrix dimension by extracting values from
the convolutional layer output. Here, WTPCA-L1 data is a
vector of values, in order to use convolutional-pooling layers,
an Embedding layer is used first.
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FIGURE 3. Proposed CNN-LSTM architecture.

TABLE 1. Training hyper parameters (General classifier).

D. LSTM
Learning long-term dependencies using feedback connec-
tions is the main process of an LSTM, which is a special type
of Recurrent Neural Networks (RNNs). The traditional RNNs
models tried to handle the feedforward problem in neural
networks named as ‘‘lack memory’’ which affects the perfor-
mance of the model on sequences and time series. In order
to capture useful features form inputs data (time series of
sequences) as well as to gain short-term memory, cyclic
connections are used in these models. To avoid the famous
RNNs problem vanishing or exploding the gradient when
backpropagating through time, LSTM overcame this problem
by saving the necessary information on memory cells and
then vanishing the useless information, for reaching better
performance. A basic LSTM unit consists of a short or long-
term memory cell, an activation function as well as three
gates including input it , forget ft , and output ot . The input
it permits the incoming signal to modify the memory cell
state or to block it. While ft is the forget gate of control of the
information that should be forgotten and the one that should
be remembered. The last gate is ot , which gives the state of the
memory cell the possibility of infecting some neurons or to
prevent some others. All of these allow LSTM to capture
extremely complex and long-term temporal dynamics and to
overcome the vanishing gradients problems. At time step,
and an input xt , LSTM calculates a hidden state named ht ,
and memory cell state ct , which is an encoding of everything
observed by cell until time t:

it = σ (Uixi +Wiht−1 + bi) (5)

ft = σ (Ugxt +Wght−1 + bg) (6)

c∗t = tanh(Ucxt +Wcht−1 + bc) (7)

ct = gt � ct−1 + it � c∗t (8)

ot = σ (U0xt +W0ht−1 + b0) (9)

where xt denotes the input, W∗ and U∗ are weight matrices,
b∗ are the vectors of bias term, σ is the sigmoid function,
and the operator � denotes component-wise multiplication.

Finally, the hidden state ht which constitutes the output of the
memory cell is calculated by:

ht = ot � tanh(ct ) (10)

The LSTM layers are usually consecutive and the ct and ht
which represent the memory and hidden state of each LSTM
are used as next LSTM layer inputs.

E. DeepWTPCA-L1
The implementation of the CNN-LSTM proposed architec-
ture in Figure 3, consist of two blocks of convolutional
and pooling layers before an embedding layer which allows
the conversion of vector data to be usable with convolu-
tional layer. The first block contains two convolutional layers
of 32 and 64 filters of size 2, followed by a pooling layer.
Where the second composed of another two convolutional
layers of 128 and 256 filters of size 2 respectively, followed
by a pooling layer. The third block contain three convolu-
tional layers of 512 filters of size 2, followed by a pooling
layer. The convolutional-pooling block is followed by an
LSTM layer of 100 units then a dense layer of 128 neurons
followed by an output layer of one neuron. The proposed
model is represented in Figure 3.

The input of the CNN-LSTM architecture is a set of vec-
tors that represent the features extracted using WTPCA-L1
for all images in the dataset. The deepWTPCA-L1 method
used the CNN-LSTM model for face identification learning
from the output of WTPCA-L1. The CNN-LSTM architec-
ture is trained using CrossEntrpy loss function with a batch
size of 32 examples, a learning rate of 0.001 as described
in Table 1.

V. EXPERIMENTAL RESULTS
This section demonstrates the relevance of the proposed
model by providing the experimental results. The evalua-
tion has been performed on the ORL [40], GTFD [41], and
FERET [42] datasets. The results obtained are compared with
a set of state-of-the-art methods which are recent effective
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FIGURE 4. Some face images from each dataset.

facial recognition techniques including PCA, 2DPCA,
PCA-L1, LDA, 2DLDA, WTPCA-L1, L2,p-norm PCA, and
Discriminative PCA, which are trained on the same datasets.
We have implemented all these methods to compare them
with our proposed model. All the experiments are imple-
mented using a machine with a 2.00 GHz i7 processor, 8 GB
of RAM. The features extraction has been WTPCA-L1 has
been implemented in MATLAB ‘‘R2018a’’ as the develop-
ment environment. While the deep learning model has been
implemented and trained using Python.

A. FACE RECOGNITION DATABASES
The ORL face database comprises 40 individuals. Each indi-
vidual is represented by 10 different images. So the base
contains 400 grayscale faces with a fixed of 92 × 112 pixel
size. All the images were taken against a dark homogeneous
background with the subjects in an upright, frontal position
(with tolerance for some side movement). The Figure 4.(a)
below shows some facial image of this database. We resize
the facial-image size to 56 × 46, with quantization to
256 gray-level.

Facial Recognition Technology (FERET) is a facial
database containing over 10,000 facial images. These images
are taken in different situations with a size of 80× 80 pixels.
There are other versions of this database with colorful and
gray facial images. We selected 50 individuals and 7 images
per individual of gray-version FERET database. All images
are tiff format and partial of them are displayed in Figure.
The Figure 4.(b) below shows some facial image of this
dataset.

GTFD dataset contains the images of 50 people, each
person represented in the dataset by 15 facial images. These
images are captured with different facial expressions, pose
variations, rotations, and several lighting conditions as shown
in Figure 4. (c). The image resolutions in the GTFD dataset
is fixed to 50 × 50. In this paper, we used just 10 images
from 15 images for each person for training and testing the
proposed method.

TABLE 2. Recognition rate of the proposed approach compared with
PCA [7], PCA-L1 [22], and WTPCA-L1 [38].

B. RESULTS AND DISCUSSION
In the first experiment, we exploited the three data set using
the following test protocol: we randomly select 5 facial
images for each individual for ORL, 10 facial images for
each individual for GTFD, 4 images for the FERET facial
data set. This selection is intended to form the training set
and we took the remaining images as a test set. Then, each
test protocol is run ten times to calculate the average recog-
nition accuracy. Table 2 displays the Average performance
accuracies of four methods including Traditional-PCA [7],
PCA-L1 [22], WTPCA-L1 [38], and the proposed method
DeepWTPCA-L1. Based on these results, it can be clearly
seen that our approach gives higher recognition accuracy
for all three datasets. While, the performance accuracies
are 99.85% for ORL, 93.89% for GTFD, and 80.56% for
the FERET dataset. Compared with the other state-of-the-
art methods, the proposed method is more accurate than
these SOTA methods by a difference of 3% to 6% for the
ORL dataset, 7% to 14% for GTFD, and 8% to 15% for the
FERET dataset. These results shows the impact of the deep
learning model, which is used for face identification on the
new presentation of features, on the recognition rate.

In the second experiment, we modify the test protocol
as follows: we select the first five facial images for ORL,
the first ten facial images for GTFD, and the first four facial
images for FERET. Then we take the remaining images to
form the test set. The main goal of this experiment is to test
the robustness degree of our FR learning model to the two
forms of noise namely Gaussian noise and Salt and Pepper
noise. The variation of the noise densities values are 10−4,
5 × 10−4, 10−3, 5 × 10−3, 10−2, 5 × 10−2, and 10−1.
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TABLE 3. Performance of the proposed method and the other methods on noisy images (Salt and Pepper) from on ORL, GTFD, and FERET databases. The
bold and underline fonts respectively represent the first and second place.

FIGURE 5. Some facial-images of the FERET database with and without
noises. The second row and the third row are noisy with Salt & Pepper
noises and Gaussian noises respectively.

Figure 5 face images after adding noise to images from the
FERET database. The obtained results are compared with
the existing algorithms that used same procedure including
PCA [43], 2DPCA [18], PCA-L1 [22], WTPCA-L1 [38],
LDA [10], and 2DLDA [20], L2p - norm PCA [44], and Dis-
criminative PCA [45]. In addition, the effect of Salt & Pepper
and Gaussian noises on each image performance on the three
facial databases is shown in Table 3 and Figure 6.

From Table 3 and Figure 6, we can easily notice that
the recognition accuracies decreasing with the increasing of
noise density. Even with noisy images, the proposed system
has achieved high recognition accuracies for different noise
density degradations. The accuracy reached 97.08%, 90.98%,
and 78.09% on ORL, GTFD, and FERET respectively. Also,
from figure 7, we can clearly observe the effect of the
added Gaussian noises on the recognition accuracies of our
approach applied to the FERET database. From these results,

TABLE 4. The performance of each method on GTFD face database. The
bold and underline fonts respectively represent the first and second
place.

we can find that the recognition accuracy of PCA, 2DPCA,
PCA-L1, WTPCA-L1, LDA, and 2DLDA, L2p - norm PCA,
Discriminative PCA decreases with increasing noise vari-
ance. However, the recognition accuracy of the proposed sys-
tem remains the topmost one, which indicates the efficiency
and robustness of our proposed approach. Also, comparing
with the other methods we can find that the performance
deceases rapidly when we add the noise density, while the
proposed method accuracies are stable with almost all noise
densities or decrease slowly.

C. EVALUATION ON GTFD DATASET
We have also compared the performances of the pro-
posed system with 9 state-of-the-art approaches on GTFD
database and adopted the same experimental protocol.
Table 4 shows the comparison of the recognitionp rate
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FIGURE 6. Impact of Gaussian-noise on recognition accuracy for three databases: (a) ORL, (b) GTFD, and (c) FERET.

between our system proposed and these methods includ-
ing SVD based VR [46], INNC [46], Naive CR [47],
Method based on CR [47], RNLRLSR [48], CLSR [48],
DWT(SVD/LR + RWLDA/QR) using MIN-MAX met-
hod [49], DWT(SVD/LR+RWLDA/QR) using Z-score
method [49], and CMBZZBP [50]. We can clearly observe
that the recognition rate of the proposed system ismuch better
than the other approaches. Our proposedmethod produces the
highest recognition rate of 93.89%, which is better with 2% to
the second best results using CMBZZBP and better by more
than 10% for the others.

VI. CONCLUSION
In this paper, a new face recognition model has been pro-
posed. By exploiting the WTPCA-L1 norm as a method for
features extraction, while these features are used as input
of the proposed deep neural network architecture. The pro-
posed deep learning model is used for face identification
and classification. We have used the WTPCA-L1 algorithm
instead of using PCA or PCA-L1 in order to obtain a better
data representation in a low-dimensional space. Our approach
not only makes use of the strong robustness of the L1-norm

optimization method to outliers and noises but also utilizes an
effective combination of CNN-LSTM networks to improve
face recognition performance. Many experiments on ORL,
GTFD, and FERET datasets prove that the proposed approach
is more robust than several advanced face recognition algo-
rithms in terms of recognition accuracy under noisy and
noise-free conditions.
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