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ABSTRACT In recent years, floating debris in the sea has damaged the environment and harmed wildlife.
Systems for collecting floating marine debris in the open ocean by installing a huge net or using a vacuum
device have been proposed. However, to the best of our knowledge, there is no system for collecting marine
debris in complex topographies, such as ports wherein marine debris tends to accumulate, and large vessels
cannot enter. This study proposes a system to locate and collect floating marine debris by jointly using an
unmanned aerial vehicle (UAV) and an unmanned underwater vehicle (UUV). The UAV discovers marine
debris that cannot be observed by the UUV owing to its limited view, and the UUV is used for collection.
However, for application of such a system, problems related to target detection, UUV navigation, and target
collection must be solved. In the proposed system, the following components are developed: a graphical
user interface to select the collection target, controller for the UUV to navigate to the target, and a collecting
motion generator. We tested and evaluated the proposed cooperative system using a dynamic simulator and
physical robots. As a result, we confirm that our system can achieve efficient debris collection in complex
topographies, is easy to use, will reduced workload, and can be applied practically.

INDEX TERMS Aerial view, cooperative system, marine debris cleaning, multi-view, teleoperation.

I. INTRODUCTION
Marine debris is a serious environmental problem. In par-
ticular, plastic waste floating on the water surface can be
accidentally ingested by marine organisms as well as acts
as obstructions for ships, thus leading to economic losses
for marine industries. The current solution to this problem
is manual collection of marine debris using ships or divers.
However, since water is a harsh environment for humans,
more efficient methods are required to reduce the labor and
cost of collection.

An environmental organization Ocean Cleanup proposed
a method to collect floating debris by installing a net larger
than 100 m [1]. Although this method can efficiently collect
floating debris in the open ocean, it is not viable in complex
topographies such as ports characterized by marine debris
accumulation. To address this problem, floating debris can
be collected using an unmanned underwater vehicle (UUV),
which is suited to the complex topography of ports. As aUUV
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can be operated underwater via remote control, it can reduce
the labor required for underwater work and be used in various
environments, such as docks and on the seabed [2], [3].

However, UUVs have a very limited view, making it dif-
ficult to understand and control the situation around them.
In sea rescues, aircrafts or unmanned aerial vehicles (UAVs)
are often used to locate targets [4]. Searching from the air
provides a wider view and makes it possible to locate objects
more easily. This paper proposes an efficient system for
collecting marine debris by combining the use of a UAV and
a UUV. The following capabilities are required to achieve our
proposed system: 1) detection of floating marine debris as a
collection target, 2) navigation of the UUV to the target using
actual scaled position data from the UAV’s viewpoint, and
3) motion generation of the UUV for debris collection.

A convolutional neural network (CNN) can automatically
detect floating debris on the water surface, but more datasets
are required to enable the detection of marine debris with
different appearances [5]. Using teleoperation, which skips
automatic detection, we can greatly reduce the workload by
automating operational elements, except for recognition, such
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as the control of the UUV. Hence, we design a graphical
user interface (GUI) controller, where a user selects the target
object from the UAV viewpoint, and then the UUV automat-
ically collects the object. Using this GUI, even people with
no experience in operating UUVs can collect floating debris
easily and efficiently through teleoperation.

However, the relative position between the UUV and col-
lection target must be known for navigating the UUV. For
sea rescues, a system for navigating an unmanned surface
vehicles (USV) toward victims using homographic translated
images has been proposed [4], In our study, we evaluated
the provision of an appropriate view to improve usability.
Furthermore, we proposed a simple method to measure the
three-dimensional position (3D position) of debris using a
monocular camera mounted on a general UAV. By assuming
that both the debris and the UUV are on the water surface,
the normal and position of the water surface can be estimated
based on the UUV pose, and the 3D position of the debris can
be calculated from these values.

In considering the collection of marine debris, we focus
on the motion generation and control of the UUV and use
a simple mechanism that can collect floating objects by the
motion of the UUV only, such as by scooping. This simplicity
enables the installation of various types of UUVs and does not
require additional power supply. The motion of the UUV to
collect debris after approaching it is generated by teaching
playback in advance; the generation does not require user
intervention. In our study, we only focus on the debris collec-
tion process using the UUV; post debris collection processes
will be addressed in future work.

To evaluate the collection efficiency of our system,
we experimented with the collection of floating debris using
a simulation and compared the time required to collect all
debris using our proposed method with those of a method
using only the view from the UUV as well as from other
related work [4]. We also evaluated the usability and work-
load of our system using evaluation indices such as the
system usability scale (SUS) [6] and the NASA Task Load
Index (NASA-TLX) [7]. Furthermore, our system success-
fully collected floating debris in a pool using real robots; thus,
our experiments demonstrate the practicality of the proposed
method.

The following contributions were achieved in this study.
• Comparison of collection time and traveling distance
demonstrates the high efficacy of the proposed cooper-
ative system.

• SUS indicates high usability of the proposed GUI, which
provides the user with the original natural image instead
of the image after homographic transformation used in
previous research [4].

• NASA-TLX indicates a low workload when using the
proposed semi-autonomous system.

II. RELATED WORK
USVs have been used for the collection of floating marine
debris on water surfaces using remote operation. FRED [8]

and Trashbot [9] are examples of USVs. These USVs are
manually controlled by a remote operator using an on-board
camera. The main focus of these projects was the collection
mechanisms and the use of suction and a conveyor belt, while
reducing the workload was not investigated.

UAVs and other robots have been used in combination in
various ways. For example, cooperation between a UAV and
an unmanned ground vehicle (UGV) has been proposed for
rescue and inspection in several studies [10]–[14]. In these
studies, UAVs were used to assist the UGV by leveraging
their wide field of view and 3D mobility. Since UUV control
has six degrees of freedom (DoFs), the difficulty of manual
operation is higher than that of a UGV, which has three DoFs.
Therefore, in this study, we simplify the operation of theUUV
to reduce the workload.

Similarly, UAV-UUV systems have been proposed for
rescue operations [4] and underwater inspection [15].
Keila et al. proposed a framework for cooperation between
a UUV and a UAV, and as an example of an application,
an underwater inspection was performed [15]. Since the
inspection environment is fixed, the inspection can be per-
formed by moving the UUVs along a pre-programmed path.
The UAV is used to collect data measured by UUVs, and
thus the views of the UUVs and UAV are not shared. Sim-
ilar to our work, Xuesu et al. proposed a joint UAV-USV
system that uses a UAV viewpoint to guide the USV to
a rescue target [4]. Their study aimed to reach the rescue
target and perform position adjustment after approaching the
target; otherwise, the scooping motion would not be per-
formed. Their method provided the view of the UAV after
homographic translation. In contrast, our proposed system
directly presents the view of the UAV. We evaluated the
advantages and disadvantages of the two types of views
experimentally.

Detection of floating marine debris using UAVs has been
performed for an environmental assessment [16]–[18]. These
studies do not aim at collecting debris but collecting statistical
data, such as the distribution, the amount, and the classifica-
tion of debris. Estimation of the position of debris on an image
is required to collect debris.

Underwater objects have been detected in many studies
using neural networks [19]–[23]. Lili et al. achieved a mean
average precision of 83.7% for detecting floating object areas
on the water surface using Faster R-CNN [5]. Since the exist-
ing dataset includes only a single category of debris, marine
debris with various appearances, such as plastic bottles, can-
not be detected completely. For their future work, they men-
tioned that additional datasets are required to detect plastic
bottles and other debris. Once these methods improve suffi-
ciently with enough datasets to detect more marine debris,
our method’s manual detection can be replaced, allowing full
automation.

A method of estimating the pose of the UUV using its
shape has been proposed [24]. Since the method depends on
the shape of the hardware, effective implementation is diffi-
cult if the UUV shape has few features. As debris collection
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is the primary purpose of our research, we have first used
augmented reality (AR) markers to recognize the UUV and
estimate its pose. If necessary, markerless pose estimation
using shape and appearance may be considered in the future.

III. JOINT UAV-UUV DEBRIS COLLECTION
A. OVERVIEW
Fig. 1 shows the overview of the proposed system. In the
proposed system, the UAV shown in Fig. 1 (A) is used to
search for marine debris. Searching from the air with a UAV
provides a 360-degree view to locate debris despite the lim-
ited view of the UUV. The UUV then initiates the scooping
motion shown in Fig. 1 (C) to collect the debris found with
the UAV. The operator teaches the scooping trajectory and the
initial condition (e.g., relative position p0 between debris and
a UUV) once. The UUV then playbacks the trajectory when
the initial condition is satisfied.

FIGURE 1. Overview of our joint UAV-UUV system for collecting marine
debris (A) The UAV with a camera to locate debris. (B) The UUV with a
mechanism for debris collection. (C) The scooping trajectory to collect
debris.

Fig. 2 shows the process of the proposed system. The
system consists of autonomous and manual sequence parts.
By using the image from the UAV’s camera, the pose of
the UUV in the UAV frame can be measured using AR
markers. The distance and normal of the water surface are
estimated from the pose of the UUV in the UAV frame. The
target debris in the camera image is selected manually by an
operator. The 3D position of the target can be calculated as the
intersection between the view direction and the water surface.
The UUV will approach the target based on the calculated
3D position. After the UUV is sufficiently close to the target,
the UUV collects the target with the scooping motion shown
in Fig. 1 (C).

Fig. 3 shows the GUI used to control the system. A camera
image from the UAV is displayed on the left side of the GUI.
The operator selects the target by pressing and holding on
one piece of debris on the GUI (Fig. 3 (a)). Since debris
is not stationary due to the water flow, the position of the
target debris can be updated by dragging. The red circle in
Fig. 3 (a) is displayed at the relative position p0 between
the debris and the UUV recorded at the same time as the
scooping motion. When the target debris enters the red circle,
the circle turns green to inform the operator that the UUV
is sufficiently close to the target for collection (Fig. 3 (b)).
Then, by releasing the target on the GUI, the scooping motion
is started. The right side of the GUI shows an image of
the upward-facing camera on the UUV to observe the target
object during scooping motion. The operator can adjust the
scooping trajectory of the UUV by pressing the target on the
right side of the GUI (Fig. 3 (c)).

B. PROJECTION TO THE WATER SURFACE
Fig. 4 shows the perspective projection from points on the
camera image to the 3D position on the water surface. The
3D position of the selected debris in the UAV frame apt =
[ aptx apty aptz 1 ]T is constrained on a line as follows:

apt = av = aM−1 acpt , (1)

where M is the camera matrix of the UAV’s camera, acpt is
the position of the target debris in the UAV camera frame,
v is a vector from the UAV camera’s center to the image
point of the selected debris, and a is any scalar value. Since
debris floats on the water surface, the following constraint is
given:

n · (apt − b) = 0 , (2)

where n is a normal vector of the water surface, and b is any
point on the water surface. If the UUV is horizontal on the
water surface, n and b can be calculated as follows:

b = apu , (3)

n = uT cpuz , (4)

where apu is the position of the UUV in the UAV frame,
puz = [ 0 0 1 ]T is a vertically upward unit vector in the
UUV frame, and uT c is the transformation from the UUV to
the UAV camera frame. As mentioned above, apu and uT c
are obtained from the pose of the UUV in the UAV frame.
We obtained them using AR markers.

Using Eq. (1) and Eq. (2), a is calculated as follows:

a =
n · b
v · n

. (5)

The 3D position of the debris in the UUV frame upt is
calculated, using the transformation from the camera to the
UUV aTu as follows:

upt =
aTu

apt . (6)
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FIGURE 2. Complete process of the proposed system.

FIGURE 3. Semi-automatic collection procedure of our GUI controller.

C. APPROACHING TARGET WITH UUV
To successfully collect debris, the UUV first needs to be
sufficiently close to the target debris. Fig. 5 shows a simple
situation of the relative position of the UUV and debris.
The UUV coordinate system is defined as a right-handed

FIGURE 4. Perspective projection from a point on the camera image to a
3D position on the water surface.

FIGURE 5. Example of the relative position of debris to the UUV.

coordinate system in which the upward and forward direc-
tions are the +z and +x, respectively. In this case, since the
movement of the UUV is limited to the water surface, the con-
trol of the UUV can be considered as a two- dimensional
control (2D control). Therefore, a control input u of the UUV
is defined as follows:

u =

 ux
uy
ur

 , (7)

where ux and uy are the horizontal control inputs, and ur is
the rotational control input. The UUV state x is defined as
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the positional difference between the UUV and the target.
The state is formulated as follows:

x = −

 uptx
upty

tan−1(upty/uptx)

 , (8)

where rptx and rpty are the x-y components of the target’s
position. The deviation is defined using x as follows:

e = x̂− x , (9)

where x̂ is the target state of the UUV, that is, the state
for starting the scooping motion. When e is less than a
threshold value, it indicates that the UUV is sufficiently
close to the target debris. To ensure that e is less than the
threshold value, the input is calculated using a proportional-
integral-differential (PID) controller as follows:

u = Kpe+ Kd
d
dt
e+ K i

∫
edt , (10)

where Kp, Kd, and K i are the gains of the PID controller and
are determined by trial and error using a simulator and a real
robot to converge quickly and not diverge.

D. SCOOPING MOTION FOR COLLECTION
Fig. 6 shows the overview of the collecting motion gener-
ation. The motion generator is divided into a teaching step
that records a scooping motion manually and a playback
step that automatically generates the scooping motion based
on the recorded motion. In the teaching step, debris was
collected manually using the proposed mechanism. At the
initial starting point before trajectory teaching, the relative 2D
position and orientation angle on the water surface between
the UUV and the target debris p0 were recorded. p0 was used
to decide the goal position when the UUV approached the
target, as follows:

x̂ = −p0 . (11)

The control input during the manually controlled trajectory
was also recorded as time series data with a time stamp. The
control input consists of four channels: up-down, front-rear,
left-right, and a continuous value of the vertical rotational
angle. The motion of the UUV to collect the target debris was
generated by playing back the recorded data according to the
time stamp.

E. TEACHING PLAYBACK WITH FEEDBACK
The target debris may move during the scooping motion
owing to the waves and water flow created by the UUV.
Therefore, an upward-facing camera was installed on top
of the UUV. By using the position of the target on the
upward-facing camera image, the scooping trajectory was
sequentially adjusted, and a robust collection was achieved.
To collect the target with the collection mechanism, it is ideal
to approach the target from directly below it. Therefore, using

FIGURE 6. Overview of the motion generator using teaching-playback.

the target’s position from the UUV’s upward-facing camera
frame ucpt, the deviation eu is defined as follows:

eu = A(ucpt − c) , (12)

where A is the transformation matrix from the upward-facing
camera image frame to the UUV frame, and c is the center of
the camera image. To approach from directly below the target,
the scooping trajectory of the UUVwas corrected using a PID
controller. Hence, using the original recorded trajectory u(t),
the corrected trajectory ũ(t) is calculated as follows:

ũ(t) = u(t)+ Kupeu + Kud
d
dt
eu + Kui

∫
eudt , (13)

where Kup, Kud, and Kui are the gains for the trajectory
correction.

IV. EXPERIMENT
To evaluate our semi-automatic floating debris collecting
system, the following two experiments were conducted: an
experiment to evaluate the collecting efficiency in a simula-
tor, and a debris collection test with real robots to evaluate the
practicality of our system.

A. IMPLEMENTATION
Fig. 7 shows the hardware configuration of the proposed
system. The Blue Robotics BlueROV2 was used as a UUV.
The collecting mechanism is a 42 cm × 57 cm × 19 cm
(X × Y × Z ) cage-like mechanism with AR markers and was
installed on top of theUUV. The upward-facing camera on the
UUV BUFFALO BSW200MBK is connected to a Raspberry
Pi 4 and installed on the UUV in a Blue Robotics Watertight
Enclosure (3 Series). A micro quadrotor UAV DJI Tello was
used. The camera was mounted on the front of the UAV at a
downward angle of 45 degrees.

The UUV is controlled by Ubuntu 18.04.3 LTS PC iiyama
W350SS equipped with an Intel(R) Core (TM) i7-4710MQ
processor and 7.6 GB-RAM. The UAV is controlled by
Ubuntu 18.04.1 LTS PC VAIO SVS13A2AJ equipped with an
Intel(R) Core (TM) i7-3520M processor and 11.6 GB-RAM.
The UAV and its control PC communicate through Wi-Fi.
The UUV, its control PC and the Raspberry Pi 4 for the
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upward-facing camera were connected through a Fathom
ROV Tether, which acts as a network and traction cable. We
used Fathom-X Tether Interface Boards to convert Fathom
ROV Tether to an ethernet cable. A gamepad dualshock 4,
which was used to teach the scooping motion was connected
to the UUV control PC. All hardware except Tello was con-
nected to the same network through a switching hub.

FIGURE 7. Hardware configuration of the proposed system.

Fig. 8 shows the overview of nodes running on PCs and
data communication. The proposed system runs on a robot
operating system (ROS). The DJI official software develop-
ment kit Tello-Python was used to control Tello and acquire
the camera image. Mjpeg-streamer ran on Raspberry Pi 4 to
share the image of the UUV’s upward-facing camera through
the network. The proposed GUI controller node ran on the
UAV control PC and acquired the latest frame from the cam-
era by multi-thread processing. The main thread of the GUI
controller node calculated and sent the 3D position of the tar-
get to the UUV controller. The UUV controller received the
3D position of the target debris rpt, using a motion database
for teaching playback. Control commands were sent to the
UUV through a wired network using a MAVLink protocol.
The MAVLink interface for ROS, MAVROS was used. To
display the approaching target circle (red and green circles
in Fig. 3), the UUV controller sent the control target position
x̂ and the current state x to the GUI.

FIGURE 8. Software configuration of the proposed system.

B. EVALUATION OF THE COLLECTING EFFICIENCY,
USABILITY, AND WORKLOAD
To evaluate the efficiency, usability, and workload, our sys-
tem was tested in a simulated environment.
• To evaluate the collection efficiency of the UAV-UUV
cooperation, total collection time and travel distance
were compared.

• To confirm that the proposed GUI was easy to use, SUS
was used as an index to evaluate usability.

• To evaluate labor reduction when using the proposed
semi-automation of the collection process, NASA-TLX
was used as an index to evaluate the difference in
workload.

Fig. 9 shows the environment of the simulation experiment.
We used Gazebo as a dynamic simulator. To simulate the
underwater environment, a plugin and an environment pro-
vided by Blue Robotics and VRX Simulation were used. In
the simulation environment, five plastic bottles with a radius
of 6 cm and a height of 26 cm were randomly located in a
10 m × 10 m area, and the UUV was located at the center
of the area. The UAV was placed at an altitude of +3.5 m
with a −11.0 m offset from the UUV in the y-direction to
overlook the entire 10 m× 10 m area. Buoyancy and vertical
sway due to waves were simulated, but the movement of
the plastic bottles due to water flow was not simulated. This
study assumed that the collection was completed when the
debris entered the collection box. Therefore, in the simu-
lation environment, the bottle disappeared when it entered
the box.

FIGURE 9. Environment of the simulation experiment.

Ten Japanese subjects performed the simulation exper-
iment. For comparison, each subject controlled the UUV
under the following four conditions:
1) UUV Alone: Subjects used the GUI shown in Fig. 3

where the left side screen was replaced with a forward
camera image on the UUV. The operation and control
procedures were the same as those shown in Fig. 3.

2) Gamepad: Subjects controlled the UUV using the joy-
stick of a gamepad as shown in Fig. 10 to collect debris
while looking at the GUI shown in Fig. 3.

3) Proposed GUI: Subjects collected the debris with the
GUI shown in Fig. 3 (proposed method).
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4) Homographic GUI: Subjects used the GUI shown in
Fig. 3, where the screen on the left side was replaced
with the image after homographic transformation.

Moving from condition 1 (UUV alone) to condition 2
(Gamepad) verifies the effect of cooperation with the UAV,
using to Proposed GUI verifies the usability of our GUI and
the effect of reducing the workload, and Homographic GUI
corresponds to the previous study [4], which was used for
rescue.

FIGURE 10. Configuration of the manual control.

The flow of the experiment for each subject was as follows:
First, we only provided the subjects with the information
required to complete the experiment, such as the usage of the
controllers and the experimental procedures. Subsequently,
the subjects practiced collecting one plastic bottle under each
of the four conditions. After practice, the subjects collected
five plastic bottles under each of the conditions in order from
conditions 1 (UUValone) to 4 (HomographicGUI). The time,
route, and travel distance from the starting to the finishing
point of the operation was recorded. The subjects answered
the NASA-TLX and SUS questionnaires after completing
the experiment under all conditions so that the contents
of the questionnaire did not affect the subjects’ intentions.
The Japanese version of the NASA-TLX [25] was used as
it is the subjects’ native language. The original English text
and Japanese translations of the SUS questionnaire were
used together. In the SUS questionnaire, we also accepted
free-form answers for each condition.

To ensure consistency, we asked the subjects to adhere to
the following rules:
• Subjects must select the plastic bottle that seems to be
the closest as the next target.

• Collection must be done as quickly and accurately as
possible.

• If the collection fails, the subjects must try again until
they succeed.

• Under conditionUUV alone, if no plastic bottle was visi-
ble, the subjects had to rotate the UUV counterclockwise
using the gamepad. As soon as a plastic bottle was found,
the subjects controlled the UUV with the GUI.

• In conditions using the GUI, i.e., UUV alone, Proposed
GUI, and Homographic GUI, the subjects collected
debris using steps 1-3 in Fig. 3.

1) RESULTS OF COLLECTION TIME AND TRAVELING
DISTANCE
Table 1 shows the total collection time T and traveling dis-
tance D for each subject under each condition. Under condi-
tion UUV alone, which only considered the UUV viewpoint,
T was the largest, but there was almost no difference in the
travel distance D among the other conditions. Proposal GUI
and Homographic GUI showed the same tendency, but the
average collection time and average total distance traveled
were slightly shorter in Homographic GUI, as shown in
Fig. 11. Thismay be because the homographic transformation
made the positional relationship clearer and made it easier
to select the shortest path and adjust the position. In addi-
tion, under the manual operation of Gamepad, the difference
between the subjects was large, and T ’s variance was the
largest among the four conditions. When comparing each
condition’s average, UUV alone required a 1.7-times longer
duration than the others, and there was almost no difference
between the other conditions.

FIGURE 11. Comparison of collection time and traveling distance in the
simulation experiment.

Fig. 12 shows the trajectories of the UUV for subjects
5 and 6, who had different tendencies forGamepad, as exam-
ples. Since the field of view of UUV alone was limited,
the order of collection was different from that of the other
conditions. Even though there is no difference in D, there is
a large difference in T because the UUV had to rotate on
the spot after collecting one target until the next target was
found. With the other conditions, the UAV provided a view
of all the plastic bottles at all times; thus, the UUV could
immediately move on to the next target after collecting the
previous one.

For Gamepad, the order of collecting targets and D were
similar to the other conditions, but T of subject 6 was approx-
imately three times larger than subject 5. For Gamepad in
Fig. 12 (b), the solid red circle indicates that the UUV had
passed the target once before it was collected. The green
dotted circle indicates that the collection failed, and the
scooping motion was repeated. The black dash-dotted cir-
cle indicates that the UUV could not head straight toward
the next target. These facts indicated that the operation
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TABLE 1. Results of the user experiment.

FIGURE 12. Trajectories of the UUV’s during the simulation experiments. The five red crosses in each graph indicate the location of the five pieces of
debris. The red triangle indicates the initial pose of the UUV. The line color indicates the depth of the UUV. The results of subjects 5 and 6 are shown as
examples due to the different tendencies shown during condition Gamepad.

proficiency level using the gamepad affected the results in
Gamepad.

As a result of the comparison of T andD between different
conditions, it was confirmed that the time required to collect
multiple floating debris could be shortened, and the collection
efficiency could be improved by cooperation with the UAV.
In addition, in the case of manual operation using a gamepad,
it was confirmed that the collection time varied greatly among
individuals, and some subjects could collect debris more
efficiently.

2) RESULTS OF THE NASA-TLX QUESTIONNAIRE
Fig. 13 shows the results of the NASA-TLX question-
naire. The TLX score expresses the workload as a value
from 0 to 100; larger values indicate a higher workload.
As a result, the proposed method shows a significant
difference (p < 0.05) from Gamepad. From the comparison
ofGamepad andProposedGUI in Fig. 13, it is evident that the
workload of Proposed GUI was lower than that of Gamepad.
Furthermore, even subjects 5 and 10, who achieved better
collection times under condition Gamepad than Proposed
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FIGURE 13. TLX score of each condition. Outliers were eliminated by
constraining the minimum and maximum values within 1.5 times the box
length. The number in the graph shows the p-value of the t-test between
each condition and the Proposed GUI. The significance level was 0.05.

GUI, confirmed that the workload was reduced in Proposed
GUI. UUV alone showed a slight improvement in the work-
load, even though the value was close to the significance
level (p = 0.052). Therefore, using the viewpoint from the
UAV may reduce the workload. There was no significant
difference when compared to Homographic GUI, but the
mean and variance were small in the proposed method. In
addition, the TLX score for each element in Fig. 14 indicated
that Proposed GUI had a lower mental demand (MD) than
Homographic GUI. Since MD represents how much mental
and perceptual thinking is required for the task, the difference
in MD shows that our GUI is intuitive and does not require
extra thinking to use.

FIGURE 14. TLX score comparison of Proposed GUI and Homographic
GUI for each element.

3) RESULTS OF THE SUS QUESTIONNAIRE
Fig. 15 shows the results of the SUS questionnaire. The SUS
score expresses usability as a value from 0 to 40, where a
large value indicates high usability. The results confirmed
that Proposed GUI was significantly different from the other
conditions. Fig. 15 shows that the proposed method had the
highest SUS score. The cause of the difference can be con-
sidered as follows from the contents of the free-form answers
in the SUS questionnaire:

• UUV Alone: The field of view is narrow and hence,
locating the target is time consuming. It is not easy to
track the target because the viewpoint changes with the
motion of the UUV.

• Gamepad: If the user is familiar with the operation,
debris can be collected efficiently, but it is not easy at
first. The operation becomes confusing when the view-
point changes.

• Homographic GUI: The positional relationship of plas-
tic bottles is easy to grasp but may seem unnatural.
Therefore, the original image is easier to use.

UUV alone and Gamepad showed significant differences
in both efficiency and load of the proposed method, which
may also have affected usability. Regarding Homographic
GUI, there was no significant difference in efficiency or load,
but a significant difference was confirmed in the case of
usability. This may be because of the unnaturalness of the
deformed image. In the proposed GUI, since the original
image is given to the user as a viewpoint, the usability does
not deteriorate.

FIGURE 15. SUS score of each condition. Outliers were eliminated by
constraining the minimum and maximum values within 1.5 times the box
length. The number in the graph shows the p-value of the t-test between
each condition and the Proposed GUI. The significance level was 0.05.

C. DEBRIS COLLECTING TEST WITH REAL ROBOTS
To evaluate the practical application of our system,
we attempted debris collection using real vehicles. A pool
with a length of 2.5 m, width of 4.0 m, and depth of 1.5 m
was used as an experimental environment. A plastic bottle
with a radius of 6 cm and a height of 26 cm was placed in the
pool. We carried out 17 separate trials to collect the plastic
bottle using the proposed system. In each trial, targeting
using the GUI, approaching the target, and generating the
scoopingmotionwere executed, and the number of successful
collections was recorded. The initial positions of the UUV
and plastic bottle were not too close, and the plastic bottle was
located away from the wall of the pool to prevent the UUV
from colliding with the wall. Regardless of the collection
result, the position of the UUV and plastic bottle was reset
for each trial.
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FIGURE 16. Motion of the UUV in a success case of the experiment using a real robot.

FIGURE 17. Motion of the UUV in a failure case of the experiment using a real robot.

Table 2 shows the success rate of the debris collection
experiment using real robots. The results show that the col-
lection of one piece of debris was successful in 15 of 17 trials.

TABLE 2. Results of the experiment using real robots.

Fig. 16 and Fig. 17 show the motions of the UUV when
the collection succeeded and failed, respectively. In the case
of a successful collection, the UUV approached the target
(within 0 to 6 s), UUV was sufficiently close to the target,
the operator triggered the execution of the scooping motion
(at 8 s), completed the scooping motion, and succeeded to
collect the target (at 14 s). In the case of a failed collection,
the UUV did not come sufficiently close to the target, and the
target could not be tracked using the upward-facing camera
on the UUV. Therefore, if the target can be captured with
an upward-facing camera, the collection will almost certainly
succeed.

V. CONCLUSION
In this study, we proposed a semi-automatic collection system
for floating marine debris by jointly using a UAV and a
UUV. We designed a coordinate transformation method and
a GUI to estimate the 3D position of floating debris on
the water surface using images from a monocular camera
mounted on a UAV. To simplify the control of UUV tele-
operation, we developed a controller that generates a robust
collection trajectory using teaching playback along with
feedback.

To evaluate the efficacy of our system, we conducted
both simulation and real-robot experiments. In the simula-
tion experiments, 10 subjects collected multiple pieces of
floating debris under different conditions. As a result, it was
confirmed that UAV-UUV cooperation enables more efficient
collection than UUV alone. Furthermore, from the results
of the NASA-TLX and SUS questionnaires, it was con-
firmed that our GUI reduced the workload and realized the
ease of use. In addition, from the comparison between the
homographic-converted image [4] and the original image,
it was confirmed that the usability improved when the orig-
inal image is provided to the user. By contrast, it was
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indicated that the homographic-converted image may have
assisted subjects in fully comprehending the situation, such
as the positional relationship between debris and UUV, and
slightly improved the collection efficiency. We also tested
the proposed system using real robots in an experimental
pool, and we confirmed the feasibility of a semi-automatic
collection of floating debris with a successful collection
rate of 88.23%.

In future work, we plan to improve the successful col-
lection rate by modifying the feedback controller. As our
system currently uses simple PID control, when the deviation
is small, the actuator’s dead zone canmake convergence to the
target difficult. This can lead to possible collection failure or
reduced usability; hence, a method that considers handling
of the actuator’s dead zone is required [26]. Furthermore,
we will attempt practical collection of marine debris in an
actual marine environment instead of the experimental pool
using our system. Currently, we are targeting situations that
are remotely controlled from a ship, where the onboard com-
puter does not require much computing power. When our
system is fully automated by implementing automatic object
detection, such as that proposed by Lili [5], all processing
can be made executable onboard and wirelessly by installing
a computer suitable for machine learning, such as an NVIDIA
Jetson.
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