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ABSTRACT Mankind is vulnerable to artificial seismic sources and accompanying explosions’ conse-
quences. Recently, seismicity catalog contamination is among the main problems faced by seismologists.
Since identifying artificial seismic sources is the first and always challenging stage, it is imperative to
develop an automated control system that will discriminate tectonic from non-tectonic events. Detection and
removal of the artificial seismic sources have become urgent. Early treatments and cleaning of contaminated
seismicity catalogs are crucial to assist in accurate seismic hazard identification and enhance the planning of
future urban developments. With the advancement of machine learning (ML) techniques, artificial seismic
source detection accuracy has been improved. Today, there are different kinds of methods, ML techniques,
and diverse processes like knowledge discovery are developed for discriminating artificial seismic sources
and earthquakes. ML techniques offer various probabilistic and statistical methods that allow intelligent
systems to learn from reoccurring experiences to detect and identify patterns from a dataset. This study
aims to build an automated system that is able to detect the existence of artificial seismic sources in
seismicity catalogs. More concretely, we classify seismic activity reports into two classes using classical and
ensemble ML algorithms. Classical seismicity parameters or features are supplied to linear and nonlinear
ML classifiers. The proposed scheme based on the four features (Latitude, Longitude, depth, andMagnitude)
can enhance the performance. To assure the enhanced performance, we have examined the proposed scheme
by both the accuracy of each model, ROC curves, Precision-Recall, and Calibration. The obtained results
prove that the ensemble learning algorithms exhibit better results compared to other classical ML algorithms
by having 98.14% testing accuracy.

INDEX TERMS Machine learning, artificial seismic sources, seismicity contamination, seismic hazard.

I. INTRODUCTION
Northern California contains many artificial seismic sources,
where explosives such as dynamite are predominantly used
in order to obtain raw materials that are used in the
cement industry. These explosives generate artificial vibra-
tions that are obviously recorded by the Northern California
Earthquake Data Center (NCEDC), which has established
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to record earthquakes even at a very small scale. These
blasts can contaminate the earthquake catalog and lead to
an incorrect assessment of seismic risk and hazard analysis.
It is necessary to use a clean earthquake catalog in vital
socioeconomic studies. Thus, it is very important to exclude
the blasts and decontaminate the local earthquake catalog.

Existing seismological networks record heterogeneous sig-
nals generated not only by natural earthquakes but also by
artificial man-made sources. Specifically, seismometers at
seismic stations record all types of earth vibrations in the
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region without the ability to clarify their origin. Industrial
artificial seismic sources are commonly recorded due to their
low energy content in areas where the detection threshold
is low. The inclusion of these events in earthquake catalogs
can affect seismic hazard studies for the mapped areas in
terms of both space and time distribution. These contam-
inations represent a source of error and falsify seismicity
rates, frequency-magnitude distributions, and microseismic-
ity analysis in general and could be misinterpreted as a
change in the natural seismic activity [1]. Considering that
misidentified artificial seismic events, such as artificial seis-
mic sources and underground nuclear tests, can lead to erro-
neous analyses, the classification of the signal’s source should
be performed as a preliminary work prior to seismic signal
processing and analysis.

It is a fact that the discrimination between earthquakes
and artificial seismicity is a serious issue in seismology as
raised by [2], [3]. Currently, seismologists manually classify
artificial seismic sources based on visual inspection of the
waveforms which is a slow procedure that increases the time
to production of scientific results. From this point of view,
the detection, mapping, and removal of artificial seismic
sources are a preliminary and important step in the analysis
based on seismicity catalogs [4]–[6]. Man-made contami-
nation has a low magnitude, so the magnitude cut-off of
the seismicity data set [7] could be a solution. However,
this implies a lack of insufficient data. Furthermore, this
introduces uncertainties in the classification procedure. Both
of these problems can be mitigated by using an automated
approach. Today, there are different kinds of ML techniques,
and knowledge discovery processes are developed for dis-
criminating artificial seismic sources and earthquakes. ML
techniques offer various probabilistic and statistical methods
that allow intelligent systems to learn from reoccurring expe-
riences to detect and identify patterns from a dataset.

The discrimination between natural earthquakes and man-
made explosions has become a predominant problem in
seismic activity observation that consumes many efforts.
Moreover, the discrimination of small magnitude events is
more complex. In the literature context, several waveform-
based techniques have been proposed such as ratios between
amplitudes of different seismic phases, analysis of coda
waves, and detection of ripple-firing spectral modulation [2],
[3], [8]–[10]. Fundamentally, seismic discrimination is man-
ually executed by either visually inspecting the natural and
man-made events records or by numerical computations of
the records’ characteristics. However, this requires a great
amount of work and time from earthquake analysts. There-
fore, several earthquake discrimination errors occur.

Interestingly, the discrimination between the earth-
quakes and artificial seismic sources using simple meth-
ods, i.e., satellite images, occurrence times, is probably not
efficient if the artificial seismic sources are located along
active fault zones [1], [11]. Consequently, the discrimination
can be done utilizing variant techniques for both the time,
and frequency domains, e.g., the peak amplitude ratio of

the seismic phases [12], [13], the spectral ratio of seismic
phases, or average amplitude in low- and high-frequency
bands for a specific phase [9], [14]–[16].

Apart from seismological procedures, ML can provide a
lot of support in discriminating tectonic seismological events
from non-tectonic. Supervised ML algorithms need anno-
tated data for classifying the type of seismic events into
tectonic or non-tectonic categories [17]. In the last decade,
massive progress has been done in resolving crucial issues
in several projects. Recent explosions have attracted many
researchers around the globe to solve this problem. Data
provided by the NCEDC in the form of seismic activity
catalogs [18]. Thus, ML models can be built to classify a
seismic activity into an explosion or not. On the other hand,
in this paper, we use supervised ML techniques for classify-
ing the seismic activity into two different categories-tectonic
and non-tectonic events. The seismic discrimination method
using theML classifier can shorten the workload and increase
the reliability of the classification results [9]. A consider-
able number of seismic signal discrimination methods based
on statistical ML have been proposed [19]–[24]. Although,
several efforts have been exerted for classifying the seis-
mic activity into two different categories-tectonic and non-
tectonic events, a more adaptive and intelligent solution is
still desired. This paper essentially presents a ML scheme
that relies only on minimal number of features (Latitude,
Longitude, depth, and Magnitude) for discriminating the
earthquakes and the artificial seismic sources reflecting the
simplicity and resilience of the model. The motivation of
using these four features is that they can be supported by any
seismic network. To the best of our knowledge, no similar
approach has been proposed in the literature.

The contributions of this research work are five folds:
• The proposed scheme employs severalML algorithms to
discriminate artificial seismic sources from earthquakes
with high accuracy. Thus, it can alleviate the impact
of improper estimation of seismic hazards. This can
assist in early earthquakes’ detection and alleviating
their consequences leading to a dramatic reduction in the
earthquake risk.

• We have proposed a novel classification scheme that
relies on only four features (Latitude, Longitude, depth,
and magnitude) collected from the utilized catalogs.
To the best of our knowledge, these specific four features
have not been employed before to solve the considered
problem.

• The research work presents a comprehensive overview
of the applicability of ML techniques in seismicity anal-
ysis by applying learning algorithms on the seismicity
catalog dataset.

• We present a taxonomy of the candidate linear and
nonlinear ML models that can be utilized in solving the
considered problem.

• The obtained results show the effectiveness of utilizing
ML for discriminating the earthquake catalogs con-
taminated by artificial seismic sources. Moreover, this
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discrimination is examined by comparing the obtained
results of the common linear and nonlinear ML mod-
els showing the outperforming technique. Besides, our
scheme is compared to deep learning (DL) showing
outperforming results using ML, which ensure the non-
suitability of DL for such designated problem that relies
on only four features. More concretely, the accuracy
of the proposed scheme is examined by ROC curves,
Precision-Recall, and Calibration.

The rest of this paper is organized as follows. The
employed ML classifiers are discussed in Section II. The
adopted evaluation methodology is presented in Section III.
The framework of the experimental setup is illustrated in
Section IV. The obtained results and discussions are por-
trayed in Section V. Finally, Section VI concludes the paper.

II. EMPLOYED MACHINE LEARNING CLASSIFIERS
Normally, a human is needed to go through data and decide
what the classification of an object is. With ML the aim is to
make this operation as automated as possible using suitable
ML algorithms. We develop several methods for classifica-
tion in this research. In what follows, we present a brief theory
on how each of the utilized classification methods works.
In other words, we here present a taxonomy of the common
linear and nonlinear ML models that have been employed in
our scheme.

A. LINEAR CLASSIFICATION MODELS
1) LOGISTIC REGRESSION
Logistic regression (LR) is utilized in statistical analysis on a
dataset with often several independent variables leading to a
binary decision. More particularly, LR models the posterior
probability ofK feature classes to fit data over a logit function
yielding a binary output ∈ {0, 1}. When there are more
than two outcomes, it is classified by multinomial logistic
regression. The first is to classify the inputs as class 0 or 1. LR
evaluates the observation probability that belongs to class 1.
Then, it depends on a logit function for the probabilities to
classify the elements into the two target classes (0 and 1).
Afterwards, it defines a thresholding level for values between
0 and 1, to ensure that all the values ∈ {0, 1} [25].

2) LINEAR AND QUADRATIC DISCRIMINANT ANALYSIS
Linear Discriminant Analysis (LDA) is developed to resolve
several issues confronting the LR. In the case of sufficient
splitting of classes, the LRmodel is not suitable for parameter
estimation. On the other hand, if the sample size is quite
small and the predictors’ distribution is normal in each of
the classes, the LDA model is more applicable than the LR
model. Before utilizing LDA, an assumption about the data to
be processed is desired, in which each of the predictors should
be normally distributed. Conversely, LDA can be insufficient
in other cases, when the data is easily defined as being
higher or lower than a linear assumption. In these cases, also
the Quadratic Discriminant Analysis (QDA) can be sufficient
but relying on a non-linear assumption [26].

3) LINEAR SUPPORT VECTOR MACHINE
The main aim of the support vector machine (SVM) is to
find an optimal hyperplane (a line for two feature classes)
for K-feature classes (making a K-dimensional space). The
K-dimensional space classifies the input data features to the
target classes aiming at achieving the optimal hyperplane.
This hyperplane is attained when having the maximum dis-
tance separating the class data points. SVMs represent the
closest data points to the hyperplane, where SVMs also influ-
ence the hyperplane behavior. The linear SVM (LSVM) starts
from the output of the linear function, such as the LRLR
method, then produces values∈ [−1, 1]. Afterward, the SVM
maximizes the boundary between the data points and hyper-
plane using a cost function with a regularization parameter
for balancing the loss and the boundary maximization. Then,
the cost function is minimized considering the weights updat-
ing for calculating the gradient. If misclassification occurred,
the gradient would be updated by adapting the loss of the
regularization parameter [27], [28].

4) RIDGE CLASSIFIER
The Ridge Classifier is generally utilized as a regression
method, where it maps the label data ∈ [−1, 1]. Accord-
ingly, it solves the problem based on a regression philosophy.
Then, the highest value in prediction is mapped to the target
class but multi-output regression is employed for the case of
multiclass [29], [30].

5) GAUSSIAN NAIVE BAYES
Generally speaking, the Naive Bayes (NB) classifier is non-
linear. However, if the likelihood factors depend on exponen-
tial families, the NB classifier is handled as a linear classifier.
A Gaussian algorithm is a special form of the NB algorithm
that is employed for the case of features of continuous values.
More particularly, the features are supposed to pursue a Gaus-
sian distribution [31]. The Gaussian NB (GNB) is considered
a probabilistic model, which predicts the classes based on the
probability that each class belongs to. The probability can be
given as:

p(x = v|Ck ) =
1√
2πσ 2

k

exp−
(v− µk )2

2σ 2
k

, (1)

where x is a continuous data input attribute, σ is the variance,
v is the probability density, Ck is the class, µ is the mean.

B. NON-LINEAR CLASSIFICATION MODELS
1) ADABOOST
The AdaBoost (AB) adopts adaptive boosting to apply suc-
cessive weak classifiers for recurrently modifying data sets
by gathering them to a better classifier based on a weighted
majority vote. The AB algorithm involves more weights in
entities that are hard to classify and less on the ones that are
easy to hand. In the former stage, AB initializes the obser-
vation weights [32]. Then, the classifier is fit to the training
data using the weights followed by calculating the weighted
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error rate, where another weight is provided to the classifier
to determine the final decision of the classifier. Then, the new
classifier is examined on the previous classifier, such that
the new tree hopefully has a better prediction. Therefore,
the generated model is the combination of the two trees. This
procedure is recursively done many times of a given number
of iterations [33].

2) GRADIENT, LIGHT GRADIENT, AND EXTREME GRADIENT
BOOSTING CLASSIFIERS
First, the Gradient boosting (GB) is a model that switches
the weak classifiers into stronger ones. Unlike the AB, in the
GB the gradient determines the shortcomings of the weak
classifiers. Moreover, the GB uses high weight data points
in the loss function. Accordingly, GB allows generic and
specified cost function for optimization that is suitable for
the designated classification problem [33]. Second, the Light
Gradient boosting (LGB) is an adapted framework of GB,
which utilizes the tree-learning concept. In other words, LGB
is developed to be a distributed model that is more effi-
cient than the GB [34]. Third, the Extreme Gradient Boost-
ing (XGB) is an optimized version of the GB library with
high efficiency, flexibility, and portability. XGB supports a
rapid and efficient parallel tree boosting [35]. Furthermore,
the XGB considers the potential loss for the possible splits to
make a new branch by looking at distributions of the features
for all data points in a leaf. This is used to decrease the space
of possible feature splits search. This method involves many
hyperparameters for optimal tuning.

3) RANDOM FOREST, DECISION TREE, AND EXTRA TREES
First, the random forest (RF) is among the ensemble methods
that rely on the tree concept. It consists of parallel learners
that are employed to simultaneously alleviate the bias and
variance [36]. Generally speaking, the RF is utilized as a
probabilistic predictor in classification problems, which is
defined as:

Ŷ (x) =
1
NT

NT∑
i=1

Ri(x), (2)

where x is the vectored input, NT is the number of trees, and
Ri(x) is the ith regression tree.

Second, the extra-trees (ET) model is a developed version
of the random forest, which is less probable to overfit. It can
randomly select the best features among the input dataset
to assist the estimators to achieve better performance [37].
Third, the decision tree (DT) model suitable for both clas-
sification and regression problems, which is able to handle
complex problems by dividing them into multiple simpler
ones aiming at easier solution fulfillment [38], [39].

4) K -NEAREST NEIGHBORS
The k-nearest neighbors (KNN) algorithm is a decision-
boundary-based classification algorithm that classifies an
input to the majority class of its k nearest neighbors in

space [40]. The tunable hyperparameters for this algorithm
include k , the number of neighbors used for classifying any
given input, and the distance metric used for determining the
closest neighbors. The minimal KNN is expected when k =
1 because the model is prone to becoming heavily reliant on
noise or outliers. In addition, variants of KNNmay weigh the
votes of training-set observations with their cosine similarity
relative to their input.

5) CATBOOST CLASSIFIER
CatBoost (CB) relies on the oblivious trees, which is a spe-
cific kind of depth-first expansion.More concretely, it utilizes
a vectorized exemplification of the tree for which a binary
splitting technique is adopted in each level. Accordingly,
it leads to fast convergence and rapid evaluation. On the
contrary, the CATBoost is not beneficial to be used with low
false-positive rates [41].

III. EVALUATION METHODOLOGY
For classification, the model performance relies on the accu-
racy score, which is represented by the correct predictions
divided by the total number of predictions:

Accuracy =

∑n
i=1 I (ti = yi)

n
(3)

Here n is the total number of predictions, ti is the predicted
target, yi is the class target and I is an indicator function. The
optimal accuracy score is 1, which means that the prediction
fits the data perfectly. With the cross_val_score function in
the Scikit-Learn library, we also calculate the test cross-
validation score with 10 folds with the test data for the chosen
classifier.

Another score function is the Cohen Kappa score, which is
the accuracy that occurs through random predictions. It mea-
sures how well the classifier actually performs, and the best
score is 1 as for the accuracy score. The Kappa score is
calculated as ( [42])

κ =
Observed Accuracy− Expected Accuracy

1− Expected Accuracy
. (4)

Moreover, both precision-recall and F1-score metrics can
also be used for classification evaluation. They can be defined
as:

precision =
TP

TP+ FP
, (5)

recall =
TP

TP+ FN
, (6)

F1− score = 2×
(
precision× recall
precision+ recall

)
. (7)

where TP is the true positive decision, FP represents the false
positive decision, and FN denotes a false negative decision.

Another plot that we can compute with these prediction
results is the Receiver Operating Characteristic (ROC) curve.
This plots the true positive rate (sensitivity) as a function of
the false positive rate (specificity) for the class 0, class 1,
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FIGURE 1. Spatial distribution of collected data download from the
NCEDC repository.

micro-average, and macro-average for the classifier. The ear-
lier the true positive rate reaches 1.0, the better the accuracy
of the classifier. By plotting the cumulative gain of the class
targets as functions of the percentage of samples, we can see
how effective the classifier is at predicting the class targets as
the percentage of the samples vary [43].

IV. EXPERIMENT SETUP
Feature and classifier selection are both crucial for classifi-
cation using ML; analyzing the key properties of a dataset
with the model best suited for that domain tends to lead
to better results. Classical ML classifiers require numerical
values representing observations of each class.

A. DATA COLLECTION
Based on the Northern California Seismic Network (NCSN),
the data is observed by 13 seismic networks (See
Figure 1). Since 1984, on average, these networks record
≈20,000 earthquakes per year with ≈1 million seismograms
that are archived every year. The main part of the earthquakes
that exist at diverse and complex tectonic settings such as the
SanAndreas Fault system, demonstrating themargin between
the Pacific and North American plate, the volcanic region of
Long Valley Caldera, and the Mendocino Triple Junction at
the intersection of the Gorda, North American, and Pacific
plate (See Figure 1). Besides, a wide range of anthropogenic
earthquakes are involved in the Geysers Geothermal Field in
terms of the geothermal activities [44].

Earthquakes recorded by the NCSN are recorded using
by an event-by-event basis. Seismicity data utilized in our
research are collected from the NCEDC [18]. This center is
the main repository and distribution center for various digital
data types of earthquakes in central and northern California.
Collected data contain the earthquake parameters catalog of
the NCSN from 1966 to the present. The following table
(Table 1) gives a list of descriptive statistics of collected
earthquakes and artificial seismic sources data.

Here, we benefit from an extensive and regularly archived
digital seismogram and parameter data from the NCEDC in
most countries over the recent decades, and from the rise in
storage and processing power over the past couple of years.
We use the densely scattered reported events throughout
much of California over recent years. The spatial distribution
of collected data download from the NCEDC repository is
shown in Figure 1.

B. RELEVANT DATASET PREPROCESSING
In this research, we will study a binary classification prob-
lem involving the discrimination of tectonic and non-tectonic
seismic events collected and downloaded from the NCEDC
repository. The data file contains feature data about possible
seismic event type candidates and is classified as tectonic
(positive, 1) or non-tectonic (negative, 0). Each event is stored
in a separate row and contains four continuous variables and
the class label (0 or 1). The first two variables defend the
spatial location of the event in terms of latitude and longitude,
while the other two variables correspond to the selected event
magnitude and depth. Their descriptive statistics can be seen
in Table 1. The four continuous feature variables are set as the
design matrix X, and the class variable is the target vector y.
The data set looks to be complete without any NAN values.

Real-world seismic activity data is commonly chaotic.
In fact, refining data by correcting data structure and remov-
ing noise is a prerequisite before the data analysis. In this
study, we have adapted several preprocessing steps. First,
the dataset is normalized to the corresponding dimensions
to span the same range. This results in higher accuracy
during data processing, as the inter-dimensional variance is
accounted for. For our data, each dimension has been divided
by its standard deviation simultaneously when it has been
zero-centered.

From Table 1, it is clear that the downloaded data is imbal-
anced as the number of earthquakes exceeds the total number
of explosions. Imbalanced classifications pose a challenge
for predictive modeling as most of the ML algorithms used
for classification were designed around the assumption of an
equal number of examples for each class. This results in mod-
els that have poor predictive performance, specifically for the
minority class. This is a problem because typically, theminor-
ity class is more important, and therefore the problem is more
sensitive to classification errors for the minority class than the
majority class. In fact, the data of the area of interest that we
filtered from the whole catalog, is balanced. In other words,
the number of earthquakes and artificial seismic sources is
relative as shown in Table 2.
To determine which features may be the most effective

for classification, the following plots are constructed to visu-
alize the relationship between select features of the earth-
quakes and artificial seismic sources. Spatial distribution of
selected events is given in Figure 2. The lower part of this
figure depicts the relationship between depth and magnitude
variables along with histograms of each variable in the mar-
gins. Not only you can see the relationships between the two
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TABLE 1. Descriptive statistics of collected earthquakes and artificial seismic sources data.

TABLE 2. Descriptive statistics of selected data for ML classification.

variables, but also how they are individually distributed. The
proposed scheme of utilizing the linear and nonlinear ML
models relying on both de-clustered and non-de-clustered
catalog is shown in Figure 3.

V. RESULTS AND DISCUSSION
The analytical approach to solving the problem of seismic
events classification would primarily contain three steps, fea-
ture extraction, building a statistical model of the extracted
features, and cross-comparison of the designed model with
principal indicators of dominant classes as outlined in the
following subsections. However, from collected events mag-
nitudes given in Table 2, it is expected that the utilized catalog
contains seismic aftershocks. Aftershocks earthquakes are
the successive ones to the largest shock of an earthquake
sequence. The magnitudes of these aftershocks are smaller
than the accompanying main-shock. Generally, aftershocks
could appear within weeks, months, or even years after
the main-shock. It is worth mentioning that the aftershocks

number is directly proportional to the magnitude of the
main-shock.

In our analysis, we have adopted three scenarios. First,
we discriminate between three classes (0, 1, and 2) repre-
senting the aftershocks, main-shock, and artificial seismic
sources, respectively. Second, only two classes (1 and 2) are
utilized, one is for only the main-shocks (after de-clustering
execution), and the other is for the artificial seismic sources.
Similarly, in the third scenario, two classes are also utilized
but the first class (1) generally represents the earthquakes
(main-shocks and aftershock), which means no de-clustering
is done, and the second class (2) denotes the artificial seis-
mic sources. We have implemented classification algorithms
using Python codes relying on their respective functions
from the Scikit-Learn library. It is worth mentioning that we
have used a split size of 80% and 20% to the training and
test sets, respectively. Besides, an empirical process where
extensive experiments have been done to conclude the set
of best configuration parameters leading to the best models
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FIGURE 2. Spatial distribution of selected events (upper panel) and
marginal plot between depth and magnitude variables (lower panel).

in the three scenarios, which are listed in Table 3. Figure 4
depicts the importance percentage of the utilized features
(Latitude, Longitude, depth, and Magnitude) of best models
(XGB, ET, and XGB) in the first, second, and third scenarios,
respectively.

Figure 5 compares between the obtained accuracy of each
of the developed scenarios, i.e., three classes (main-shocks,
aftershocks, and artificial seismic sources), two classes with
de-clustering (main-shocks and artificial seismic sources),
and two classes without de-clustering (earthquakes including
both main-shocks/aftershocks and artificial seismic sources).
Indeed, we have executed extensive analysis relying on six
linear ML models and nine nonlinear ones applied for the
above-mentioned three scenarios. It is worth mentioning
that almost always the nonlinear models outperform the
linear ones. It is clearly shown that the best performance
is obtained using the third scenario of earthquakes and
artificial seismic sources with 98.14% achieved by one of
the nonlinear models, namely, ‘‘ExtremeGradientBoosting’’.

FIGURE 3. Flowchart of the workflow utilized.

FIGURE 4. Features importance percentage of best models in the three
scenarios.

Meanwhile, the best linear model ‘‘QuadraticDiscriminant-
Analysis’’ attains accuracy with only 87.17%. The classifica-
tion accuracy using the second scenario comes in the second
rank with a tiny less accuracy by 98.1% relying also on a non-
linear approach ‘‘ExtraTreesClassifier’’. Similarly, the linear
model performance lags the corresponding nonlinear ones in
the second scenario. Finally, the third classification accuracy
is attained by the first scenario, in which the best perfor-
mance is obtained by ‘‘ExtremeGradientBoosting’’ model
with 95.26%.
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TABLE 3. Configuration parameters of the best models in the first, second, and third scenarios.

FIGURE 5. Accuracy comparison of linear and nonlinear ML models based on the three scenarios.

Figure 6 shows the learning curves of the proposed model
in the three considered scenarios. The obtained training
curves are indicated by red color, while the validation curves

are represented by green color. The best performance is
achieved by the third scenario, in which the earthquakes’
class is handled as one entity regardless of being the event
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FIGURE 6. Training vs. cross-validation comparison: (a) First scenario using ‘‘XGB’’, (b) Second scenario using ‘‘ET’’, and (c) Third scenario using ‘‘XGB’’.

FIGURE 7. Training vs. cross-validation comparison using DL: (a) First scenario, (b) Second scenario, and (c) Third scenario.

is a main-shock or aftershock, and the second class is the
artificial seismic sources. This figure is obtained based on
the outperforming model in each scenario. More particularly,
Figure 6a and 6c are obtained using ‘‘XGB’’ of the first and
third scenarios, respectively. Meanwhile, Figure 6b depicts
the optimal learning curve of the second scenario obtained
by the ‘‘ET’’. Relying on the obtained results, the proposed
model can work reliably in the three different considered
scenarios. Then, the second and third training performance
evaluation comes which is represented by the second and
first scenarios, respectively. More particularly, in the least
scenario (first) performance, about half of the training period,
the curve keeps flat, which means no better performance can
be achieved. On the other hand, the performance curves of
both the second and the third approximately keep growing,
which means these scenarios can reach more enhanced per-
formance. It is clear that there is a gap between the training
and validation accuracy. This gap is due to the limited num-
ber of the available training samples in the area of interest.
We believe that the validation accuracy can be improved if
the training samples is increased.

In order to show the performance of DL for solving the
considered problem, we introduce the DL results as shown
in Figure 7. Specifically, we consider a fully connected neu-
ral networks that consists of 6 fully connected layers with
256, 128, 32, 16, 10, and 3 neurons, respectively. The first
5 layers employ the rectified linear unit (ReLU) activation,
while the output layer employs the softmax activation. Fur-
thermore, the categorical cross entropy loss function and

the adam optimizer are used in the training phase. The
DL model is trained for 200 epochs with a batch size
of 16.

Figure 8 represents the obtained ROC curves of the classes
discrimination based on the outperforming model ‘‘XGB’’ in
both first and third scenarios, while ‘‘ET’’ in the second one.
The ROC curve indicates the trade-off between the true pos-
itive rate and the false positive rate of the estimated classes.
More concretely, the closer the curve to the left upper corner,
the better-class performance is. Throughout the extensive
analysis we have done, mostly, the classification performance
of the nonlinear models exceeds the corresponding one of the
linear models. It is clearly shown that in Figure 8a represent-
ing the obtained results of the first scenario, the classification
of the artificial seismic sources is the best one by 100%
followed by the main-shocks classification with only a 2%
decrease. Lastly, the classification of the aftershocks reached
88%. Similarly, Figure 8b and 8c illustrate the obtained sensi-
tivity vs. specificity of the second and third scenarios, respec-
tively. It is obvious that the classification TP rate of the two
scenarios is similar, where class ‘‘1’’ and ‘‘2’’ representing
earthquakes and artificial seismic sources, respectively, are
discriminated by 100%.

Figure 9 indicates the precision vs. recall metric of the
three scenarios classification accuracy. It is worth mentioning
that after the extensive analysis we only show the precision
vs. recall based on the outperforming model among all other
ones employed in the classification scheme, which is ‘‘XGB’’
in both the first and third scenarios and ‘‘ET’’ in the second
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FIGURE 8. ROC curves comparison: (a) First scenario using ‘‘XGB’’, (b) Second scenario using ‘‘ET’’, and (c) Third scenario using ‘‘XGB’’.

FIGURE 9. Precision-Recall comparison: (a) First scenario using ‘‘XGB’’, (b) Second scenario using ‘‘ET’’, and (c) Third scenario using ‘‘XGB’’.

FIGURE 10. Calibration comparison of linear and nonlinear ML models: (a) Second scenario, and (b) Third scenario.

scenario. First, in Figure 9a, the precision-recall of the arti-
ficial seismic sources class (class 2) achieved the optimal
value against the main-shocks and aftershocks classes with
98.8%. Then, the main-shocks’ class (class 1) is attained
with a small decrease as compared to class 2 to be 98.1%,
while a steep degradation is obtained with the aftershocks
(class 0) by 31.4%. In both second and third scenarios, only
two classes are adopted. In other words, the second scenario
classes (1 and 2), in which a de-clustering is done, represent
the main-shocks and artificial seismic sources, respectively.
Meanwhile, in the third scenario no de-clustering is done,
where the first class (1) generally represents the earthquakes’
class regardless of being that main-shocks or aftershocks,

and the second class (2) is the artificial seismic sources.
Interestingly, in both Figure 9b and 9c, the precision-recall
of artificial seismic sources class reach 99.8%. On the other
hand, the precision-recall of the first class (1) in the third
scenario is achieved by a little increase as compared to
the corresponding in the second scenario with 99.9% and
99.8%, respectively. More particularly, in the third scenario,
the de-clustering has not been applied, which means both the
main-shocks and aftershocks are all together represented by
one class. Accordingly, the available data size for that class is
a little larger as compared to the corresponding in the second
scenario. Consequently, a slight increase occurred to that
class in the third scenario as compared to the second scenario.
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Finally, for the two classes’ scenarios (second and third),
the calibration curves are indicated by Figure 10. The calibra-
tion curve reveals the prediction probability, which represents
a kind of confidence about the obtained classification results.
More particularly, some models converge to poor evaluation
of the class probabilities. Accordingly, this calibration curve
can reflect the confidence level. Figure 10a indicates the
obtained prediction probability confidence level about the
case of the second scenario, while the corresponding confi-
dence level of the third scenario is depicted in Figure 10b.
In both cases, the use of nonlinear models is beneficial as
compared to the linear one. In the second scenario represented
by Figure 10a, the ‘‘XGB’’ model attains the outperforming
confidence, and then the confidence obtained by the ‘‘GNB’’
model starts degrading till reaching the minimum confidence.
Similarly, the ‘‘XGB’’ model presents the best confidence
level, while the least confidence is achieved by the ‘‘Ridge’’
model as shown in Figure 10b using the third scenario,
in which both the main-shock and aftershock are represented
by one class and the other is the artificial seismic source.

VI. CONCLUSION
This paper proposed a novel discrimination scheme using
ML models based on only four input features (Latitude,
Longitude, depth, and magnitude). Throughout this scheme,
extensive analyses have been done relying on the common
linear and nonlinear ML models. Although, the little number
of utilized features, an enhanced classification performance
has been attained, which reflects the effectiveness of the
proposed scheme. This work also presented an overview of
theMLmechanisms in seismicity analysis relying on the seis-
micity catalog dataset. Moreover, we presented a taxonomy
of the linear and nonlinear MLmodels that can be utilized for
such a proposed problem. The obtained results show that the
‘‘XGB’’ model outperforms the other employed ML models.
The obtained results using DL ensure that DL is not suit-
able for such designated problem, which relies on only four
features; where the proposed ML scheme outperforms the
DL. Finally, the proposed scheme is beneficial for efficiently
discriminating the contaminated catalogs by the artificial
seismic sources, which is not only limited to accurate seismic
hazard assessment but also assists in enhancing the planning
of future urban developments.
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