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ABSTRACT Fault diagnosis technology is key to the safe and stable operation of wind turbines. An effective
fault diagnosis technology for wind turbines can quickly identify fault types to reduce the operation and
maintenance costs of wind farms and improve power generation efficiency. Currently, most wind farms
obtain operation and maintenance data via supervisory control and data acquisition (SCADA) systems,
which contain rich information related to the operation characteristics of wind turbines. However, few
SCADA systems provide fault diagnosis functionality. Support vector machines (SVMs) are a popular
intelligence method in the fault diagnosis of wind turbines. SVM parameter selection is key for accurate
model classification. The sparrow search algorithm (SSA) is a novel and highly efficient optimization
method used to optimize the penalty factor and kernel function parameter of SVM in this paper and to
construct the SSA-SVM wind turbine fault diagnosis model. Data are acquired from a wind farm SCADA
system and form a faulting set after preprocessing and feature selection. Experiments show that the SSA-
SVM diagnostic model effectively improves the accuracy of wind turbine fault diagnosis compared with
the GS-SVM, GA-SVM and PSO-SVM models and has fast convergence speed and strong optimization
ability. Moreover, the SSA-SVM diagnostic model can be used to diagnose faults in practical engineering
applications.

INDEX TERMS Sparrow search algorithm (SSA), fault diagnosis, wind turbines, support vector machine

(SVM), parameter optimization.

I. INTRODUCTION

In recent years, with the deteriorating global ecological envi-
ronment and the gradual depletion of fossil fuels, countries
around the world have increased their research efforts related
to renewable energy [1], [2]. As a clean and environmentally
friendly renewable energy, wind energy does not produce
pollution, does not contribute to global warming, and has no
known emissions or hazardous waste [3]. Therefore, wind
turbine energy generation is gradually replacing traditional
power sources [4], [5]. With the gradual development of
wind energy resources, the proportion of wind power in
the power grid is increasing, and large-scale wind turbines
are frequently put into operation. According to the rele-
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vant wind power capacity statistics released by the World
Wind Energy Association (WWEA) at the beginning of 2020,
the total installed capacity of wind turbines in the world
in 2019 reached 650.8 GW [6].

Wind farms are generally located in remote mountains
or offshore areas, with inconvenient transportation and a
dispersed arrangement of a great number of wind turbines,
away from the control center, in a harsh working environment
subject to constantly changing uncontrolled factors, all of
which will increase the incidence of wind turbine failures.
One European research institute has calculated statistics on
wind turbine faults [7], as shown in Figure 1. The failure rate
of the electrical system is the highest, followed by the electric
control system and sensors. The faults that take the most time
to repair are faults caused by the blades, gearbox and genera-
tor. The use of fault diagnosis technology effectively reduces
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FIGURE 1. Failure rate for wind turbine unit components.

the incidence of faults, and fault diagnosis technology plays
an important role in the safety and normal operation of wind
turbines [8], [9].

Fault diagnosis technology can help operation and mainte-
nance personnel identify abnormalities in time and address
them accordingly, thereby preventing faults, which could
improve the service life of the wind turbine and ensure that
the wind turbine works in safe, stable and economic manner.
Currently, most wind farms rely on supervisory control and
data acquisition (SCADA) systems to obtain operation and
maintenance data, which can provide abundant data for fault
diagnosis [10], [11]. In fault diagnosis technologies, Artificial
neural networks (ANNs) [12], [13], gray models (GMs) [14]
and support vector machines (SVMs) [15], [16] are widely
used classification algorithms for fault diagnosis; SVMs,
which have the advantages of low sample demand, strong
generalization ability, and high diagnostic accuracy, and are
the main focus of the literature [17].

In the application of SVM, the selection of the kernel func-
tion and the parameter settings have a considerable impact on
the classification effect. The RBF kernel function has been
proven to produce good results for nonlinear problems [18].
Therefore, the selection of the penalty factor C and the kernel
parameter g is important. Common parameter optimization
methods include grid search (GS) [19], genetic algorithm
(GA) [20], particle swarm optimization (PSO) [21], [22] etc.
The GS method is similar to the inch-by-inch search and is
applicable only to low-dimensional data with a slow search
speed. The GA is an effective global optimization algorithm,
but its convergence rate is slow, the encoding and decoding
processes are complicated, and the parameter selection often
relies on experience. The PSO algorithm easily becomes
trapped into local extreme points, has a slow convergence rate
and has low accuracy in late iterations.

To address the above problems, we propose a SVM fault
diagnosis model for wind turbines optimized by the sparrow
search algorithm (SSA-SVM). This paper makes the follow-
ing contributions:

1) The SSA is used to optimize the penalty factor and
kernel function parameter of the SVM to form an
SSA-SVM fault diagnosis model.
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FIGURE 2. Schematic diagram of the foraging of a family sparrow group
(S1-Producer, S2-Scrounger, S3-Leaver, S4-Spectator).

2) The data collected from wind farm SCADA systems is
preprocessed via cleaning and screening. Then, the char-
acteristic quantities related to the faults of the generator
and converter are extracted, and the fault sample sets are
constituted using the random forest method.

3) Some fault sample sets are used as test data. Models such
as SVM, GA-SVM, PSO-SVM, SSA-SVM and other
diagnostic models are applied to diagnose the faults
and classify the results. Finally, the performance of the
various methods is compared.

The rest of this article is organized as follows. In Section 2,
the fault diagnosis method based on SSA-SVM is introduced.
In Section 3, we verify the feasibility of the SSA-SVM model
through experimental comparison. Finally, Section 4 presents
the main conclusions.

Il. SSA-SVM ALGORITHM
A. SSA
The SSA, a new swarm intelligence optimization algorithm
proposed by Jiankai Xue in 2020, is inspired by the foraging
and antipredation behaviors of sparrows [23]. The SSA is not
restricted by the differentiability, derivability and continuity
of the objective function. This algorithm has the advantages
of strong global search capability, good stability and fast con-
vergence rate. The SSA is a novel well-organized metaheuris-
tic algorithm that can be used to solve optimization problems
in various fields. Zhu and Yousefi [24] used the adaptive SSA
to optimize the relevant parameters of an exchange membrane
fuel cell stack. Liu and Rodriguez [25] used the adaptive SSA
to optimize the energy load and cost of residential buildings.
Yuan [26] et al. used the SSA to optimize the parameters of
the DMPPT control system of the photovoltaic power station.
Sparrows are gregarious birds with strong memories. Gen-
erally, two different types of sparrows exist in a flock, produc-
ers and the scroungers [27], as shown in Figure 2. Producer
S1I has a high energy reserve, and scrounger S2 has a rela-
tively low energy reserve. In the flock, producers are mainly
responsible for finding a foraging area and providing direc-
tions for the whole flock, while scroungers use producers to
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obtain food. Generally, individual behaviors of producers and
scroungers can be transformed [28], [29].

During the foraging process, individuals monitor the
behavior of other individuals. Some sparrows take charge
of observing the surroundings, while the rest hunt for food,
and sparrow may alternate among these behaviors at any
time [30], [31]. In Figure 2, sparrow S4 observes the sur-
roundings, while the remaining sparrows continue to feed and
keep an eye on sparrow S4. If S4 gives a warning signal,
the whole flock will immediately flee from danger and fly
to another safe area for food. Sparrows at the edge are more
vulnerable to predators, so they constantly adjust their posi-
tion and move towards the center. S3 in Figure 2 represents a
sparrow at the most dangerous edge of the foraging area who
is most likely to fly elsewhere.

The bionics principle of the SSA is as follows: the behavior
of a sparrow in the foraging process can be abstracted as
a producer-scrounger model with a scouting and warning
mechanism. The producer has high adaptive ability and a
wide search range to guide the flock to search and forage.
To improve their fitness, the scroungers follow the producer
to forage. At the same time, some of the scroungers monitor
the producer for food competition or foraging to improve
their own predation rate. When the entire flock is threatened
by a predator or becomes aware of danger, it will engage in
antipredation actions immediately.

According to the above description, we can establish the
mathematical model of the SSA. Suppose there are N spar-
rows in a D-dimensional search space and that the position
of the i-th sparrow in the D-dimensional search space is
Xi = [xi1, X2, ---,Xig » ..., xip].The position of the flock
X is composed of N sparrows is expressed as follows:

X1 X11 X12 ... X1d --- X1D
Xo X21 X22 ... X24 ... X2D
X — _ : o ’
X; Xil Xi2 ... Xid ... XiD
L XN | | XN1 XN2 - XNd --- XND

i=1,2,...N (1)

where, x;; represents the position of the i-th sparrow in the
dimension D. The fitness values Fy of all sparrows can be
expressed as follows:

[fi ] [ flx11 x12 ... x1q4 ... x1p] ]
f flx21 x22 ... x24 ... x2p]
FX = ! — ° i
fi flxa x2 ... Xig ... xip]
/v ] L flxn1 xN2 .. XNg ... XND] |

i=1,2,...N (2

In SSA, the fitness value Fy represents the energy reserve.
Producers with higher energy reserves will have priority in
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obtaining food during the search process. Generally, produc-
ers, which account for 10% ~ 20% of a flock, are responsible
for finding food and have a larger foraging search range than
that of scroungers. Meanwhile, producers should constantly
update their position via the following expressions:

1
X o exp|l——), R, <ST
x4 = | p(a-T) 2 3)
XL +0 L, Ry, > ST

where ¢ current number of iterations; T represents the maxi-
mum number of iterations; « € (0, 1] is a uniform random
number; Q is a random number that follows a normal distribu-
tion; L represents the matrix of size 1 x d with all elements
being 1; and Ry € [0, 1] and ST € [0.5 , 1] represent
the warning value and the safe value, respectively. When
Ry < ST, there are no predators around the foraging area,
and producers can perform extensive search operations; when
Ry > ST, the detecting sparrow in the flock has identified a
predator and immediately sends an alert to the other sparrows.
The flock then engages in antipredation behavior, adjusts its
search strategy, and rapidly moves towards a safe area.

In the foraging process, in addition to the producer, all
sparrows act as scroungers that find the best feeding area for
foraging. Scroungers update their positions according to the
following formula:

xw!, — x!
0 - exp(di—z)w) , i>n/2
Xy = 4)

x4 [aly = x| At L, i< a2

where, xwil represents the worst position of a sparrow in
the d-th dimension in the t-th iteration of the flock and
xbél'H denotes the optimal position of a sparrow in the d-th
dimension in the ¢ + 1-th iteration of the flock. A denotes a
1 x d matrix where each element is randomly assigned to
1 or -1, such that At = AT(AAT)~!. When i > n/2, the i-th
scrounger does not obtain any food and is in a state of starva-
tion with low fitness. This sparrow has a high probability of
flying to another location to forage and obtain higher energy.
When i < n/2, the i-th scrounger finds a random location
near the current optimal location xb for foraging.

When danger is detected, the sparrows at the edge of the
flock will quickly move to a safe area to obtain a better
position, while the sparrows in the middle of the flock will
walk randomly to get closer to other sparrows, according to
the following mathematical expression:

xby+ B (x/, — xbl;). fi #f
t+1
S 5
Xid . K < xifd —XWZ ) f f ( )
X * —_— N i =
id Vi —fwl +e #

where, B represents the step size control parameter, which
is a normally distributed random number with a mean of 0
and variance of 1; K € [—1 , 1] is a random number that
indicates the direction of sparrow movement and is also a
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step size control parameter; and e is a small constant to avoid
the case in which the denominator is 0. f; denotes the fitness
value of the i-th sparrow, while f, and f,, are the optimal and
worst fitness values of the current sparrow flock, respectively.
When f; # f,, the sparrow is at the edge of the flock and is
vulnerable to predators; when f; = f,, the sparrow is in the
middle of the flock. Once a sparrow becomes aware of the
threat from predators, it will move closer to other sparrows
and adjust its search strategy to avoid being attacked.

B. SVmM

SVM is a machine learning algorithm based on statistical
learning theory that has the advantages of fewer training
samples, shorter training time and better classification effect
for small clusters [32]-[34]. The core concept is that the data
in the input space are mapped to a high-dimensional space
by means of a kernel function, where linear classification
methods can be used. Then, we construct an optimal classifi-
cation hyperplane in the high-dimensional space and classify
the data to maximize the inter-category interval to improve
the generalization ability and confidence of the classification.
The optimal hyperplane w’.x + b = 0 can be produced
by nonlinear mapping. For a linear-divisible sample set, the
optimization problem can be expressed as:

min ¢(w, b) =
w,b

sty xi+b)>1, i=1,2, ...n (6)

For non-separable linear samples, SVM uses nonlinear
mapping ¢ to map the data samples onto high-dimensional
space for classification. The kernel function K(x;,y;) is
used to solve the problem of high-dimensional space. The
kernel function satisfies Mercer‘s theorem, which corre-
sponds to the inner product of the transformation space, i.e.,
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TABLE 1. Description of the faults.

Csézt:s State Types CS(t:it:s State Types
1 Generator overheating 4 Excitation fault, DC link
over-voltage
2 Inverter cooling system 5 Feeder fault
fault
3 Power failure, under- 6 Normal

voltage on L1 line

K(xi,yi) = ¢(x;) - ¢(yi). The linear classification of non-
linear samples can be achieved by selecting an appropriate
kernel function K (x;, y;). Meanwhile, a relaxation variable
&(& > 0) is introduced to weight the classification plane,
and a penalty factor C is introduced to weight the penalty
degree of the relaxation variable &;. Then Equation (6) can be
converted to:

1 n
minp@) = = ol + C &
i=1

stoyi@xi+b)y>1—§& ,&>0, i=12,....n (7

The Lagrange multiplier « is introduced to transform the
optimal hyperplane problem constructed by the constraints in
Equation (7) into a dual quadratic programming problem:

' 1 n n n
minL(x) = 5 Z Z a;io;yyiK(x - xj) — Z o
i=1

i=1 j=1
N

5.1, Zaiy,- =0, 0<a;<C (8)
i=1

By solving equation (8), the optimal classification decision
function is finally obtained as:

n
fe) =sgn|> awiK (xi - x)) + b ©)

i=1
The selection of different kernel functions has a consid-
erable influence on the classification ability and application
range of kernel functions. Common kernel functions include
linear kernel functions, polynomial kernel functions, radial
basis kernel functions and sigmoid kernel functions. To obtain
the appropriate kernel functions, these kernel functions are
tested with relevant data. The results show that the classifica-
tion achieves the best effect when the radial basis kernel func-
tion is used. Moreover, the radial basis kernel function has
the advantages of fewer parameters, nonlinear mapping and
fast convergence speed, so it is extensively used in practice.
Therefore, the radial basis function is selected as the kernel

function. Then K (x; - x;) can be expressed as:

il

oy (10)

K(x; - xj) =exp

The penalty factor C and kernel function parameter g
must be given in the SVM model, because the classification
performance of the SVM is closely related to both C and g.
If parameters are given artificially, improper selection will
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FIGURE 4. Relationship between the number of iterations and the fitness
of the three diagnostic models.

easily lead to poor classification results. Therefore, penalty
factor C and kernel function parameter g must be optimized.
Then the optimized parameters can be used to establish the
SVM model and classify samples. In this way, the SVM
model achieves high classification accuracy.

C. SSA-SVYM
The selection of the SVM penalty factor C and kernel func-
tion parameter g has a considerable impact on the classifi-
cation results. Meanwhile, the SSA algorithm has a strong
global searching capability, and it is suitable for optimizing
the penalty factor C and kernel function parameter g of the
SVM to obtain a better combination of parameters. By using
a certain number of sparrows for global optimization, we can
obtain the optimal parameter combination. Then, the optimal
C and g obtained by the SSA optimization algorithm are used
to establish the SVM diagnostic model and obtain the results.
The process of using the SSA algorithm to optimize the SVM
is shown in Figure 3.

The steps to optimize the relevant parameters of the spar-
row search algorithm are as follows:

Step 1: Input SCADA data. First, preprocess the original
SCADA data, select the characters and normalize
them, and import the data into the algorithm.

Step 2: Select the training set and test set. Divide the
imported data according to the research situation.
In this paper, 60% of the imported data is selected
as the training set, and 40% is used as the test set.

Step 3: Initialize SVM parameters C, g and the parame-
ters of the SSA, including sparrow flock size N,
maximum number of iterations M, upper limit of
independent variables Ub, lower limit of indepen-
dent variables Lb, dimension D and sample data.

Step 4: Update the sparrow’s location. Calculate the spar-
row’s position to obtain the current new position
using equations (3), (4) and (5), and update the
position if the new position is better.
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TABLE 2. Feature variable list and its description.

Feature . Feature L
Codes Feature Description Codes Feature Description
Fl1 Average wind speed (m/s) Fl6 Nacelle ambient
temperaturel (1)
F2 Average rotation (r/min) F17 Nacelle ambient
temperature2 (1)
F3 Average power (kw) F18 Nacelle temperature (L)
F4 Average reactive power (kva) F19 Nacelle cabinet
temperature (L))
F5 Average blade angle (°) F20 Main carrier temperature
()
F6 Spinner temperature (|]) F21 Rectifier cabinet
temperature (L)
F7 Front bearing temperature ([1) F22 Yaw inverter cabinet
temperature (L)
F8 Rear bearing temperature ([]) F23 Fan inverter cabinet
temperature ([])
F9 Pitch cabinet blade a F24 Ambient temperature ()
temperature (L)

F10 Pitch cabinet blade b F25 Tower temperature (I'])
temperature (L)

F11 Pitch cabinet blade b F26 Control cabinet
temperature (L)) temperature (L))

F12 Rotor temperaturel ([]) F27 Transformer temperature
()

F13 Rotor temperature2 ([]) F28 Inverter cabinet average
temperature (L))

F14 Stator temperaturel (L)) F29 Standard error of inverter
cabinet average
temperature

F15 Stator temperature2 (L)

Step 5: Calculate the fitness value. The classification accu-
racy of the SVM fault model is the current fit-
ness value of each sparrow, and the maximum
fitness value is updated in real time. If the cur-
rent fitness value of a sparrow is greater than
the saved fitness value, the original fitness value
is updated; otherwise, the original fitness value
remains unchanged. Therefore, the saved fitness
value is the optimal value, and the combination
of parameters (C, g) corresponding to the current
optimal value is saved.

Step 6: Save the corresponding SVM parameter combina-
tion (C, g) according to the optimal fitness value.

Step 7: Calculate the optimal parameter combination (C, g)
using the SVM method.

Step 8: Judge the termination conditions. If the termination
conditions are satisfied, output the optimal parame-
ter combination (C, g) and its corresponding classi-
fication results. If the conditions are not satisfied,
increase the iteration number by 1 and return to
Step 4.

Ill. EXPERIMENT

A. FEATURE EXTRACTION FOR SCADA DATA

Currently, most wind farms obtain operation and maintenance
data from a SCADA system. To verify the performance of the
SSA-SVM diagnostic model based on wind turbine faults,
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TABLE 3. Samples of six state characteristics of wind turbines.

Feature Codes

State Sample
Codes Numbers
F1 F2 F28 F29
1 1 0.3289 0.2216 0.7273 0.0329
2 0.3589 0.2238 0.5597 0.0209
150 0.2862 0.0868 0.6306 0.0181
2 1 0.1105 0.0083 0.4362 0.0041
2 0.0984 0.0033 0.4843 0
150 0.0014 0.0043 0.0106 0
3 1 0.0067 0.0105 0.0274 0.0091
2 0.1099 0.0078 0.2683 0.0093
150 0.0058 0.0013 0.0152 0.0088
4 1 0.0067 0.0045 0.0202 0
2 0.0039 0.0039 0.0138 0
150 0.0090 0.0049 0.0140 0
5 1 0.0766 0.0025 0.3832 0.0146
2 0.0620 0.0000 0.2995 0.0117
150 0.0142 0 0.0540 0.0097
6 1 0.1416 0 0.2748 0.0124
2 0.1305 0 0.2673 0.0118
150 0.1412 0.1413 0.0735 0.0089

this paper uses SCADA data consisting of 61 features of
a wind farm in Inner Mongolia for 365 consecutive days
from April 6, 2018, to April 5, 2019, as fault analysis data.
Six states of wind turbines, such as generator overheating,
inverter cooling system fault, power failure, generator exci-
tation fault, feeder fault and normal state, were selected by
preprocessing these data through elimination, cleaning and
screening, as shown in Table 1.

For the six states of wind turbines, 61 features of SCADA
data were ranked according to importance using random
forests, and 29 feature quantities were extracted, as shown
in Table 2.

For each state, 90 samples were selected for training, and
60 samples were selected for testing, for a total of 540 training
samples and 360 test samples. The normalized eigenvalues
of some samples for generator overheating, inverter cooling
system fault, power failure, generator excitation fault, feeder
fault and normal state are shown in Table 3.

B. COMPARISON OF DIAGNOSTIC MODEL
PERFORMANCE

To further illustrate the performance of the model, SSA-SVM
was compared with SVM, GA-SVM and PSO-SVM diag-
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TABLE 4. Performance indicators of fault diagnostic model.

Diagnosti ~ Evaluatio Fault Categories

¢ Model n Metrics 1 2 3 4 5 6

SVM Precision 100% 100% 100% 87.0%  76.9%  100%
Recall 70.0%  85.0% 100% 100% 100% 100%
Fl-score 824%  91.9% 100% 93.0%  86.9%  100%
Accuracy 92.5%

GS-SVM  Precision 100% 100% 100% 88.2%  82.2%  100%
Recall 78.3%  86.7% 100% 100% 100% 100%
Fl-score 87.8%  92.9% 100% 93.7%  90.2%  100%
Accuracy 94.2%

GA- Precision 100% 100% 100% 952%  822%  100%

SVM
Recall 78.3%  95.0% 100% 100% 100% 100%
Fl1-score 87.8%  97.4% 100% 97.5%  90.2%  100%
Accuracy 95.6%

PSO- Precision 100% 100% 100% 88.2%  100% 100%

SVM
Recall 100%  86.7% 100% 100% 100% 100%
Fl-score 100%  92.9% 100% 93.7%  100% 100%
Accuracy 97.8%

SSA- Precision 100% 100% 100% 952%  100% 100%

SVM

Recall 100%  95.0% 100% 100% 100% 100%
Fl-score 100%  97.4% 100% 97.5%  100% 100%

Accuracy 99.2%

nostic models for optimization of the fitness values, and the
results are shown in Figure 4.

Figure 4 shows that the SSA-SVM diagnostic model can
quickly identify the optimal value after a few iterations. The
PSO-SVM diagnostic model reached the optimal value by the
18th iteration, while the GA-SVM diagnostic model achieved
the optimal value by the 42nd iteration. The SSA algorithm
had the fastest optimization speed and highest diagnostic
error rate after optimizing the SVM parameters, followed
by the PSO-SVM algorithm and GA-SVM algorithm. The
reason the original SVM is not represented in the iteration
number versus fitness plot is that the original SVM did not
incorporate an intelligent optimization algorithm and did not
ensure fitness.

To further intuitively reflect the fault recognition abil-
ity of the SVM, GS-SVM, GA-SVM, PSO-SVM, and
SSA-SVM models, the confusion matrix of each model
was calculated, as shown in Figure 5. A total of 333 of
360 test samples were correctly classified by the SVM
model, for an accuracy of 92.5%. However, the SSA-SVM
model accurately classified 357 samples, and its accuracy
reached 99.2%.

To more directly illustrate the diagnostic performance of
these models, performance indicators, namely, the precision,
recall, F1-score and accuracy, were calculated, and a compar-
ison of the results is shown in Table 4. The SSA-SVM diag-
nostic model outperforms the other four diagnostic models.
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FIGURE 5. Confusion matrices of the five diagnostic models.

IV. CONCLUSION
The global energy shortage has led to the rapid development
of clean energy both domestically and abroad. In recent

When the SSA-SVM model was used for fault diagnosis,
the accuracy reached 99.2%, which is sufficient for the fault
diagnosis task of wind turbines.
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years, wind energy, a green and renewable energy source, has
become an essential and important force to address energy
pollution. With the gradual development of wind energy
resources, wind power is playing an increasingly important
role in power systems. With the increasing number of wind
farms, troubleshooting wind turbines has become a vital issue
that requires prompt solutions. SVM is a common method
used for the fault diagnosis of wind turbines.

To address the problem that improper selection of the
penalty factor C and kernel function parameter g may
adversely affect the SVM classification results, this paper
proposes an SSA-optimized SVM wind turbine fault diagno-
sis model.

b

2)

3)

The SSA algorithm is used to optimize the penalty
factor C and kernel function parameter g to construct
the SSA-SVM diagnostic model. In the wind turbine
fault diagnosis test, both the algorithm iteration speed
and classification accuracy are superior to those of
GS-SVM, GA-SVM and PSO-SVM. Finally, the clas-
sification accuracy on the test set reaches 99.2%.
SSA-SVM can be used in fault diagnosis of wind
turbines. The model has high accuracy rate, strong
optimization ability, a fast convergence rate and good
convergence performance and has high practical value
and wide application prospects.

In the typical fault diagnosis of wind turbines, although
the classification accuracy of SSA-SVM is high, there
are some cases of complicated faults, such as long oper-
ation time and difficulty in distinguishing the proper-
ties of faults. Exploring more methods that have better
performance in extracting and selecting fault features to
improve the classification accuracy and operation speed
represents a major direction of future research.
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