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ABSTRACT Arm fatigue is an important factor affecting user experience in Virtual Reality (VR). In this
work, we have proposed ProxyHand and StickHand, virtual hand techniques to address this issue. Using
ProxyHand or StickHand, users can flexibly adjust the 3D-spatial offset between the physical hand and its
virtual representation. This will allow users to keep their arms in a comfortable posture (vertically down) even
when they have to manipulate objects in locations that require lifting of arms using the default interaction
method. Proposed ProxyHand and StickHand have a similar Underlying concept that is to introduce a
3D-spatial offset between the physical hand and its virtual representation in VR. However, they respond
differently to the user’s hand movements because of different working mechanisms. Question arises whether
the 3D-spatial offset will negatively impact the hand control ability as the directness of interaction is being
violated. To investigate this, we conducted user studies where users were asked to perform object translation,
rotation and hybrid tasks. ProxyHand and StickHand are used in combination in some scenarios to maximize
positive impact on the user experience in VR. This raises the question to find the best possible combination
of these virtual hands to reduce arm fatigue. Firstly, for this purpose, we combined both virtual hands by
manually allowing users to switch between ProxyHand and StickHand. Secondly, we used machine learning
to automatically switch between both the virtual hands. Results showed that introduction of a 3D-spatial
offset largely reduced the arm fatigue while offering equal performance to the default interaction method
for all these tasks; translation, rotation and hybrid task. Users preferred using ProxyHand and StickHand to

interact in the VR environment for longer periods of time.

INDEX TERMS HMD, VR, ProxyHand, StickHand, 3D-spatial offset.

I. INTRODUCTION

Virtual Reality Head Mounted Displays (HMD) are gaining
popularity with the development of head-mounted displays.
In future, we can envision people using this platform as part
of their daily routine, just like desktop computers.

Even though interaction inside virtual reality is a huge
boost for the progress of revolutionizing virtual reality, this
interaction gives birth to the arm-fatigue problem also known
as “Gorilla arm™. This problem is known to harm users as
using hand gestures in mid-air for longer periods of time can
cause pain and strain in arms, which makes the experience of
virtual reality less delightful.
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This work attempts to address this fatigue problem by using
a combination of feasible techniques, we call “ProxyHand”
and ““StickHand”. These techniques have shown to signifi-
cantly reduce strain and fatigue in the arms of the VR users.
ProxyHand and StickHand enable users to flexibly adjust the
3D spatial offset between the physical hand and its virtual
representation in VR. This technique will allow users to keep
their arms in a comfortable position even when they have to
manipulate objects in locations that requires lifting of arms
using the default interaction method. Users can also reset this
offset whenever they want by using our technique.

In this work, we tried to answer the question that whether
ProxyHand and StickHand can assist users in solving the
fatigue problem and if the users can use it with no or minimal
coaching. The directness of interaction is violated as there
is a 3D-spatial offset between the user’s physical hand and

64085


https://orcid.org/0000-0002-5801-1568
https://orcid.org/0000-0002-3177-3538

IEEE Access

H. Igbal et al.: Reducing Arm Fatigue in VR by Introducing 3D-Spatial Offset

its virtual representation. Another question addressed by this
research is whether users can perform different tasks accu-
rately and with similar performance as in the default interac-
tion method. Finally we proposed an optimum combination
of both of these hands, since ProxyHand and StickHand have
their own unique advantages.

Firstly, we designed the ProxyHand to solve the fatigue
problem. It enabled the users to work within VR while hav-
ing their arms in a comfortable position by introducing a
3D-spatial offset between their physical hand and its virtual
representation. After analyzing the strengths and drawbacks,
we designed StickHand to overcome the scenarios where
ProxyHand was not suitable. We combined these techniques
to satisfy all the scenarios as none of them was able to
overcome these scenarios by itself. For this purpose, we made
a manual switch mode in which users could manually switch
between ProxyHand and StickHand according to their needs.
We designed a user study to compare the performance of the
default method and our manual combination of ProxyHand
and StickHand. In this user study, we designed translation
tasks where users were required to translate objects from
one position to another, rotation tasks in which users were
required to rotate objects in different orientations, and hybrid
tasks where users were required to rotate as well translate
objects simultaneously.

Results of this user study showed that there was no
significant difference in performance measured by total com-
pletion time between the manual combination of Proxy-
Hand/StickHand and the default interaction method. Users
could perform the same tasks with much less arm fatigue
by using the combination of ProxyHand/StickHand when
compared with the default method. The subjective feed-
back of the user study showed that even though arm
fatigue was significantly reduced, but mental engagement
had significantly increased by using the combination of
ProxyHand and StickHand. We used a machine learning
algorithm and developed an automatic switch for chang-
ing modes between ProxyHand and StickHand to reduce
this mental demand. Automatic switch mode predicted the
user’s intention to switch between ProxyHand and Stick-
Hand. Finally, we conducted a user study to inspect the
performance of manual mode and automatic mode to switch
between techniques. Both modes had no significant differ-
ence in performance. However, mental demand was signif-
icantly reduced by automatic mode as compared to manual
mode.

Analysis of the user studies showed that ProxyHand and
StickHand were able to significantly reduce the arm fatigue
levels when compared to the default method while main-
taining the comparable performance. The majority of the
participants reported that they would prefer to use ProxyHand
and StickHand in daily life rather than the default interaction
method.

Rest of the paper is organised as follows: section II
describes the related work concerning arm fatigue
problem.
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Il. RELATED WORK
We reviewed the fatigue problem as well as indirect pointing
and manipulation techniques.

A. FATIGUE PROBLEM IN VR
There are several manipulation techniques for inter-
action within virtual environments. As described by
Poupyrev et al. [24], these techniques can be decomposed
into exocentric and egocentric metaphors. They are con-
sidered exocentric if the user interacts from outside the
virtual environment (third person view). Exocentric tech-
niques include World in Miniature, Automatic Scaling etc.
In Egocentric techniques, the user interacts inside the virtual
environment. These can be further classified into virtual hand
metaphors (Classic Virtual Hands, Go-Go technique, indirect
Go-Go, Voodoo Dolls etc) and virtual pointer metaphors
(Ray-casting, Flexible pointer, Flashlight, Aperture, Image
Plane etc). Nowadays, most VR Applications and Games
use mainly Egocentric Techniques i.e. ray-casting and virtual
hands. Some of the Ray-casting techniques and almost all vir-
tual hand metaphors require users to lift their arms in the air.
Continuously lifting arms in the air for longer periods intro-
duces Arm Fatigue (Gorilla Arm Effect). It has been observed
that the arm fatigue problem plays a significant role in user
experience in the VR environment [14], [16], [18], [25].
Arm fatigue problem falls in the category of ergonomics.
Ergonomics is considered as one of the core constituents of
Human-Computer Interaction. It is extensively used to evalu-
ate how humans interact with computer systems and which
actions/gestures are of high-cost [10], [26]. Arm Fatigue
can be evaluated by using self-report, observing, or direct
measurement methods. Self report methods include Lik-
ert scale questions [7], NASA TLX Load Index evaluation
[9] or Borg CR10 scales [6]. Observational methods include
observing fatigue levels using interactive human models like
jack [4] or RULA [21] where they surveyed several observed
fatigue levels for different postures. Direct measurement
methods include evaluating Arm Fatigue by using EMG sen-
sors [3], [11], [29]. These studies also evaluated different arm
and body positions, and calculated which orientations and
postures accumulate the highest levels of exertion along with
fatigue. Higher Fatigue levels not only affect user physically,
but they affect the overall user experiences as well. When
users performed gestures in the air to interact with devices
like Kinect and LeapMotion, the arm fatigue significantly
affected the user experience [28], [32]. Based on these results,
studies were conducted to optimize the arm posture to reduce
the fatigue [16], [18]. Our aim in this paper is to propose
a solution for continuously maintaining a comfortable arm
posture by the users to avoid the fatigue problem by using
ProxyHand and StickHand, the new virtual hands’ metaphors.

B. INDIRECT POINTING
The most widely used example of indirect pointing in 2D is
mouse control in computers. Other than that, indirect pointing
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devices and techniques are touchpad, joystick, trackball and
ray-casting etc. Many studies have been done to find out the
advantages of using indirect pointing techniques as compared
to direct pointing techniques [12], [13], [27]. These studies
show that direct pointing techniques are better for precision,
whereas indirect pointing devices are better in terms of speed.
Indirect pointing techniques can alleviate the fatigue prob-
lem due to the adjustment of the CD-ratio (Control-Display
ratio) [5].

As indirect pointing provides the above-mentioned ben-
efits, it would be of great value to transmit it to the 3D
object manipulation in virtual environments. However, in the
3D virtual environment, current object selection is mostly
achieved by direct pointing techniques, e.g. using HTC Vive
controllers. Previously, researchers also proposed ray-casting
techniques to select targets through indirect manner [8], [34].
Users emit a ray from their finger or the controller to point
at the target. Multi-touch virtual mouse has been designed to
control objects in the 3D virtual environment [30]. The Go-go
indirect pointing technique allows the users to reach remote
objects with a proxy hand by enlarging the CD-ratio as the
hands moves forward [23]. In this paper, we enabled users
to customize the distance between the proxy hand and their
physical hand to keep their physical hands in a comfortable
region. However, the offset between two hands remains static
during the interaction process. This provides users with more
stable control the proxy hand.

C. TRANSLATION OF INTERACTION SPACE

Fatigue problem can be minimized by translating the inter-
action space from high fatigue regions to low levels of arm
fatigue regions. This translation of interaction space can be
done by clutching mechanism, which allows users to relocate
control space [2], [17]. Users can grab objects by using this
mechanism which they cannot grab normally while standing
in the same position. It is primarily used for object manipu-
lation outside around-body interaction space. Work has been
done on decoupling the motor space and visual space for flex-
ible manipulation on 2D windows in virtual environments [1].
The interaction region is transformed for easy iteration by
the user. In this study, researchers have applied this concept
for interaction on 2D applications that were only projected
in 3D environments. They have also solved the fatigue prob-
lem for ray-casting technique and 2D objects manipulation
in 3D environments. This study comprised of the selection
tasks only whereas we are solving the fatigue problem for
virtual hand metaphor and our experiments tasks comprised
of translation, rotation [31] and hybrid tasks. In another study,
work has been done to map the visual and physical space
geometrically to reduce the arm fatigue for 3D object manip-
ulation in virtual environments [22]. In this work, natural
interaction is compromised as the user moves hand in a
straight line, the corresponding virtual hand will not move in
a straight line because of different geometries of both visual
and physical spaces. In our proposed research, we have tried
to solve arm fatigue problem while preserving the natural
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interaction. We believe that our combination of ProxyHand
and StickHand is more suitable clutching mechanism in the
context of arm fatigue problem.

D. UNCERTAIN INPUT

Uncertain input is a state when there is a possibility of
multiple user inputs and the system is unable to distin-
guish between the user’s multiple input intentions requir-
ing some time to recognize it. This concept has been used
in the context of pointers and cursors for selection and
manipulation. Area cursor [19] and Bubble cursor [15] are
single cursors that change according to the need of the situa-
tion and user’s actions. Multiple cursor techniques, satellite
cursor [33] and ninja cursor [20] have also been imple-
mented in the context of uncertain input. Instead of mod-
ifying the existing cursors, these techniques make use of
replicas of the cursors at different positions. We have incor-
porated these techniques by assigning two virtual hands and
enabling them to move differently when users rotate their
hands.

Ill. ProxyHand AND StickHand DESIGN

A. ProxyHand DESIGN

The default interaction method of virtual reality has enabled
the users to interact in virtual environments, which is a great
step forward in the advancement of virtual reality. Although,
it provides a great user experience but arm fatigue caused
by its prolonged use makes the user experience less delight-
ful. The design goal of ProxyHand and StickHand was to
enable the users to interact in VR without experiencing arm
fatigue while interacting in front-body orientations in virtual
environments. Our research goal was to have users arms in
comfortable region with noticeable low levels of arm fatigue
for different scenarios discussed in the introduction. The
object manipulation comprises of selection, translation and
rotation tasks. There can be many different egocentric tech-
niques that can be employed for completion of these tasks.
For example, ray-casting, Go-Go, virtual hand etc can be used
for selection tasks, ray-casting, virtual hand etc can be used
for translation tasks, and virtual hand can be used for rotation
tasks. The goal of our research was to complete all these
tasks simultaneously, while preserving the natural interaction
and having similar performance as of physical hand with
users keeping their hands in the comfortable region. For this
purpose, we used the concept of indirect pointing in the
3D environment. We defined a 3D offset from the absolute
position of the controller as shown in figure 2 and called it a
ProxyHand.

We added offsets on the X-axis, Y-axis and Z-axis of the
virtual hand on the absolute position of the controller as
shown in equation one. We maintained the rotation of the
virtual hand just like the rotation of the controller as shown
in figure 1. The virtual hand appeared at a fixed distance from
the absolute position of the controller.

'y, )=+ Ax,y+ Ay, z+ Az) (1
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FIGURE 1. (a) Relative position of virtual hand from absolute position of
controller (b) Virtual hand rotates exactly like the rotation of controller.

Where x’, y and 7 represent the coordinates of
ProxyHand/StickHand, x, y and z represent the coordinates
of the centre position of controller and Ax, Ay and Az
represents the length of the offset for each of their respective
coordinates.

We enabled the users to define their 3D spatial offset as
shown in figure 1. Users can lift their hands to define the posi-
tion of their virtual hands in the region of VR environment.
Then press and hold the side button of the controller until they
drag their hands to a comfortable position with less strain on
their arms. When they release the side button, a 3D offset is
set between the controller and virtual hand. Users can reset
the offset at any time by pressing the same button. Users can
set this offset at any position in the around-body interaction
space.

Users should be able to easily move an object from one
place to another within the front-body orientation space based
on our design. However, if users want to move the object
beyond their front-body orientation region, (for example,
if they want to grab an object in front of them and place it
behind them) they would not be able to do so without resetting
the 3D spatial offset at least once. We tested this in the pilot
study as well.

ProxyHand was designed and implemented using HTC
Vive Head Mounted Display alongside two HTC controllers
and two base stations. Platforms used for development were
SteamVR and Unity3D. However, this technique is not lim-
ited to certain hardware or software. It can be implemented
by using any other HMDs like Oculus, Sony etc. as well.

Hypothetically, the distance to move an object from one
point to another in front-body orientation is the same for
the physical hand as well as the ProxyHand. Therefore,
the performance of ProxyHand should be similar to the per-
formance of the Physical hand. We believe that this technique
of introducing offset between the physical hand and its virtual
representation will seem natural to the user providing them a
good user experience and quick adaption. We conducted the
following pilot study to test assumptions.

B. PILOT STUDY 1
After finalizing the design of ProxyHand, we conducted a
pilot study by inviting 5 participants (4 males and 1 female;
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aged from 22 to 29). We implemented our technique using
HTC HMD and its controllers. The prototype of this pilot
study was developed using unity 3D and steamVR. There
were 3 main objectives for this pilot study. First, to explore the
most optimum region where users can perform tasks without
any arm fatigue. Second, to find out the possible control
space. Third, to learn about the existing limitations of this
technique.

We analyzed the most comfortable region by asking par-
ticipants to identify highest position they wanted their hands
to be while their arms were still in their comfortable posture
(see figure 3a). Similarly, we asked them about the lowest
point they want their hands to be while their arms were in
rest position (see figure 3b). We then took the average of
these positions for all the participants to find out the typical
comfortable region for users which they wanted to use for
interaction (see figure 3c).

Next, we asked users to manipulate objects and move them
to different around-body interaction regions. We assessed that
this technique works perfectly when users set the interaction
region just in front of them. Using the current implementation
of this technique, it was not possible to move objects from one
place to another just by rotating hands as shown in figure 4.
To move an object from A to C, users had to define more
than one region which was not very convenient. Thus, this
technique was most effective when users were manipulating
objects in front of them. We designed following user study
concerning this limitation. We further leave it as a limitation
and discuss possible solutions at the end of this paper.

We asked users to grab an object in the prototype applica-
tion and move it from one point to another along all the x, y
and z axes. Users reported that they could easily manipulate
objects along the x-axis and z-axis but faced some diffi-
culties along the y-axis. As our technique was one-to-one
mapping, users faced difficulty when they had to manipulate
some objects outside the control region. For manipulating
the objects along the y-axis (top or bottom), users had to
raise/lower their arms outside the comfortable region. Users
also reported that the procedure of setting the offset was not
so convenient, when they had to reset offset for multiple times
required by some tasks (see figure 3).

We examined the strengths and weaknesses of ProxyHand
by careful analyzing this pilot study. A major shortcoming
of ProxyHand is the inefficiency due to multiple setting of
offsets to move the object across the around-body interaction
region. To overcome this shortcoming, we came up with a
new virtual hand named as StickHand which is described in
detail in the next section. The procedure of setting offset was
also needed to be changed as users felt uncomfortable raising
their hands repeatedly.

C. StickHand-DESIGN

After analyzing the pilot study results, we decided to address
the shortcomings of ProxyHand by designing a new technique
which we called StickHand. The design goal of StickHand
was to enable the users to manipulate the objects across the
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FIGURE 2. A storyboard illustrating a user using the default interaction method and ProxyHand. (a) The user is interacting in VR with his
arm stretched using the default method which causes arm fatigue. (b) The user can use ProxyHand by setting a 3D offset between the
position of the controller and the virtual hand. For setting offset, the user chooses a position where he wants his hand in VR and then
presses the side button of the controller. (c) The user drags down his controller. After adjusting his hand position, he releases the side
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button which will set the 3D offset. (d) Now, the user can manipulate objects in VR while their arms remain in a comfortable posture.
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7
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FIGURE 3. (a) lowest point of hand where the user feels his arm is comfortable (b) highest position of
hand where the user feels his arm is comfortable (c) comfortable region for interaction (d) One-to-one
translation of comfortable region to the interaction region.
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@ Interaction Region
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FIGURE 4. (a) User’s interaction region where the user can move objects from Point A to B
but cannot move objects from Point A or B to point C and vice versa. (b) The interaction
region remains the same when the user changes their body orientation (c) Interaction
region changes when the user resets offsets. Now the user cannot move objects from B or C

to A and vice versa.

around-body interaction space in virtual reality. The essence
of the main technique ProxyHand was not disturbed as users
were allowed to interact within virtual reality while their
hands remained in the comfortable position.

We used the same concept of introducing the 3D spatial
offset from the absolute position of the controller. We added
an offset on just the Z-axis of the virtual hand from the
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absolute position of the controller as shown in the equation
below. However, we changed the way virtual hands respond
to the rotation of the controller as shown in figure 5.

&y, ) =@ y.24+ Az) 2
where x’, y' and 7’ represent the coordinates of ProxyHand,

x, y and z represent the coordinates of the centre position

64089



IEEE Access

H. Igbal et al.: Reducing Arm Fatigue in VR by Introducing 3D-Spatial Offset

(b)

FIGURE 5. (a) Virtual hand is attached to the absolute position of the controller along the z-axis. (b) Virtual hand rotates

according to the rotation of controller like a stick in real life.

(a) (b) ©

FIGURE 6. (a)User working with default method. (b) User points the laser
at the target object. (c)When the button is released, the virtual hand
appears at the target position.

of controller and Az represents the length of the offset for
z-coordinate.

We also came up with a new way of setting 3D spatial
offset as shown in figure 6. Using this method, users were
not required to lift their hands for setting the 3D spatial offset
every time. They could set the 3D offset by just pointing the
laser in the direction of the object. Moreover, there were two
different methods for setting the 3D spatial offset for using
this technique and users were given the choice to select one of
the methods in the following pilot study for the final design.

The StickHand was designed to manipulate objects across
the around-body interaction space by users rotating con-
trollers in particular directions. Hypothetically, translating
object from one place to another required the rotation of the
wrist as compared to dragging the whole hand from one place
to another in case of default method or ProxyHand. However,
it was evident that since the position of this virtual hand
depended on the rotation of the controller in StickHand which
might affects its accuracy. These effects had to be checked
on users in the pilot study so that the subsequent user study
could be designed accordingly. StickHand was designed and
implemented using the same devices and platforms which
were used for ProxyHand.
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D. PILOT STUDY 2

After finalizing the design of the StickHand, we conducted
a pilot study on ProxyHand and StickHand prototype. The
main purpose of this study was to evaluate the strengths and
weaknesses of both techniques and to ask users which method
they would prefer for setting 3D spatial offset, either setting
offset by uplifting hands or by pointing the laser onto the
target object.

We invited 5 participants from campus (3 males and
2 females; aged from 21 to 27) having experience of the
virtual environment. To assess both techniques thoroughly,
we designed several scenarios in our prototype. Firstly,
we asked users to pick one method for selecting a 3D spatial
offset. Then we asked the users to use both techniques one
by one and complete given scenarios. After users became
familiar with both techniques, we asked them which hand
they would prefer to use in the following scenarios.

1. Where accuracy is required?

2. Where rotation is required?

3. Where translation is required?

4. Where short translation (less than 40cm) is
required?

5. Where long translation (more than 40cm) is
required?

6. Where long translation and high accuracy is
required?

7. Where long translation and low accuracy is
required?

All the participant chose ProxyHand for the first and sec-
ond scenario. All the participants chose StickHand for the
third scenario. Everyone except one participant selected
ProxyHand for the fourth scenario. All the participants chose
StickHand for the fifth scenario. All the participants answers
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were very interesting for the sixth scenario, as everyone
wanted to combine both the techniques i.e., first translate
using StickHand and then use ProxyHand for high accuracy.
All participants chose StickHand for the seventh scenario.
They also gave their feedback on both techniques.

We assessed strengths and weaknesses of both the tech-
niques by careful observation of the participants’ actions
during completion of scenarios and analysis of their subjec-
tive feedback. ProxyHand was suitable for scenarios where
higher accuracy was required i.e. users had to place an object
carefully and where users had to rotate an object because
the rotation of the virtual hand was exactly mimicking the
rotation of the controller. However, it was not suitable for long
translation of objects as users had to drag their hands. Users
also could not translate an object across the whole around-
body interaction space by setting only one offset. On the
other hand, StickHand was suitable for long translation as
users just needed to rotate their controller for translating an
object from one place to another and they did not need to
drag their hands. Users also could move an object around-
body interaction space using StickHand. However, it was not
suitable for rotating objects as the virtual hand moved instead
of rotating when users moved their controllers. It was also
not feasible for scenarios where high accuracy was needed
because of the same reason. Users mentioned in their feed-
back that both methods have distinct benefits. Both of these
techniques complement each other in such a way that the
advantages of one technique counter the shortcomings of the
other technique and vice versa.

As it was evident that both of these techniques have their
benefits and purpose, it was required to combine them. For
this purpose, we came up with a manual switch mode that
switch between ProxyHand and StickHand mode based on
the user requirement. We assigned a separate button on
the controller for this manual switch mode. For example,
if users were using StickHand, they could change the mode
of virtual hand to ProxyHand by clicking that mode switch
button and vice versa. We conducted the following user
study on combining both of these techniques using Manual
Switch.

IV. USER STUDY 1

The goal of this study was to compare the performance of
the default interaction method in virtual reality and the com-
bination of ProxyHand and StickHand using a manual mode
switch.

A. PARTICIPANTS

We recruited sixteen participants from the campus (11 males
and 5 females; aged 21-36 years, Mean= 25.375). Their
heights ranged from 160cm to 191cm with an average
of 175cm. Their arm lengths ranged from 59cm to 87cm
with an average of 73cm. Ten participants were familiar with
virtual reality experiences whereas six of them had no or very
little virtual reality experience.
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FIGURE 7. (a) two spheres at distance (b) Sphere turns green when its
center is in certain accuracy threshold from the center of target sphere.

B. APPARATUS

This user study was designed and implemented using the
same devices and platforms which were used for designing
ProxyHand and StickHand in section 3. We implemented
the combination of both techniques by assigning the hair-
trigger of the controller for grabbing objects, the side grip for
setting offset and the top button for switching mode between
ProxyHand and StickHand.

C. DESIGN

We designed translation, rotation and hybrid task (combi-
nation of translation and rotation) to calculate the comple-
tion times concerning both techniques; default method and
combination of ProxyHand and StickHand using manual
switch. We used a within-subjects experiment design for all
the three tasks.

1) TRANSLATION TASK

For the translation task, independent variables were Distance
Accuracy and Distances whereas the dependent variable was
Time. Users were required to grab the main sphere, move it
to the target sphere and drop it inside the centre of the target
sphere. The main sphere turned green whenever it was inside
the target sphere and the distance between their centres was
under a set threshold as shown in figure 7. The next scenario
was shown when the user released spheres after they turned
green. For distinction, the target sphere was transparent and
relatively bigger than the main sphere.

In the previous user study, we observed that regions had
no significant effect on the way techniques performed. Both
the default method and ProxyHand had similar performances.
As users highlighted that tasks were long in the previous
study, we left regions parameter out to reduce the completion
time of the task. We used the same distance accuracies as last
time i.e. 1cm, 2cm, 3cm. However, this time, we set three
distances as 30cm, 60cm and 90cm. We generated spheres at
random positions at around-body interaction space of users.
The order of each scenario was also randomized. However,
each participant performed both techniques on the same
randomly generated scenarios. We set the following num-
ber of scenarios: 2 Techniques x 3 Distance Accuracies X
3 Distances x 5 number of trials = 90.
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FIGURE 8. (a) Two spheres with fixed centers, having different colored
spikes along x, y and z-axes (b) Sphere turns green when the angles
between all the axes are in certain threshold.

() (b)

FIGURE 9. (a) Two spheres with spikes at distance (b) Sphere turns green
when its center is at certain distance accuracy threshold from the center
of target sphere and the angles between all the axes are in certain
angular accuracy threshold.

2) ROTATION TASK

For the rotation task, the independent variable was angular
accuracy and the dependent variable was time. For this task,
spheres were designed with coloured spikes on x, y and
z-axes. Centres of both spheres were fixed and users needed
to match all axes within a certain threshold. The main sphere
turned green when angles between all axes were within the
allowed level of threshold as shown in figure 8. Small spheres
were fixed to differentiate axes of the main sphere and target
sphere.

We set three angular accuracies; 8 degrees, 12 degrees and
16 degrees. The scenarios were randomized as discussed in
the translation task. We set the following number of scenar-
ios for this task: 2 Techniques x 3 Angular Accuracies x
5 number of trials = 30.

3) HYBRID TASK

The hybrid task was the combination of translation and rota-
tion tasks as users were required to translate and rotate an
object simultaneously as shown in figure 9. In this task,
independent variables were distance, distance accuracy and
angular accuracy and the dependent variable was time.

In this task, users were required to place the main sphere
inside the target sphere and also align the axes of both
the spheres. There were two levels of distance accuracies;
lecm and 3cm, two levels of distances; 30cm and 90cm and
two levels of angular accuracies; 8 degrees and 16 degrees.
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We set the following number of scenarios for this task:
2 techniques x 2 distance accuracies x 2 distances x 2 angu-
lar accuracies x 5 number of trials = 80.

D. PROCEDURE

We asked each participant to get familiar with the default
method and ProxyHand/StickHand manual mode. Users did
this warm up on both of these tasks randomly. Then we
gathered information from them such as their age, height, arm
length, experience in VR and sickness with 3D environment.

Before the actual trial, we described them what they are
required to do. Then we gave them translation, rotations and
hybrid tasks to perform with both the techniques, default
method and ProxyHand/StickHand manual mode. The order
of these tasks was random. Users were given the rest of
5-10 minutes between every task.

We calculated the time taken by users for doing individual
scenarios of all these tasks. We also used NASA Task Load
Index along with three more added questions which were:
Arm Fatigue level, Perceived Speed and Perceived Accu-
racy. There were five levels of each question; very low, low,
medium, high and very high. We gave these questionnaires at
the end of each task. After users performed all of these tasks,
we asked them about the advantages and disadvantages of the
default method, ProxyHand and StickHand. We also asked
which technique they would prefer to use in daily life. The
whole test for one user took around 60-80 minutes.

E. RESULTS
For all of these tasks, there was no significant effect of the
technique on completion time.

1) TRANSLATION TASK
The average time taken by all users to complete the trans-
lation task with the default method was 1952 ms whereas it
was 1944 milliseconds with ProxyHand/StickHand manual
switch mode as shown in table 1. RM-ANOVA results show
that the difference of completion times of both techniques
for this task was not significant (Fy 15 = 0.007, p = 0.936).
This non-significant difference showed that both techniques
gave similar performance overall for this task. The average
time taken by each participant for switching between modes
in manual switch mode was 148ms for each scenario.
Results showed significant difference between comple-
tion times for different distance accuracies (Fy30= 46.5,
p < 0.001). Total time taken for each respective level of
distance accuracy is given in table 1 and is shown in figure 10.
This result was consistent with the result of the translation
task in the previous user study. Although both techniques
did not have a significant difference in completion times at
each respective distance accuracy level (F230 = 3.158, p =
0.057), but their mean times had different trends as shown
in figure 11. Default method meantime for all the users was
less than manual mode at lcm accuracy level. However,
manual mode had less meantime than the default method at
2cm and 3cm.
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TABLE 1. Time taken for different scenarios in Translation Task using both techniques (Default and Manual switch mode) in milliseconds. The 1st column
represents the time taken considering all scenarios. Next three columns represent three different levels of Distance Accuracies (DA). Last three columns

represent three different levels of Distances (D).

Method Overall lcm-DA | 2cm-DA | 3cm-DA 30cm-D | 60cm-D | 90cm-D
Default 1952 2552 1766 1538 1454 2065 2337
Manual 1944 2719 1634 1480 1612 1997 2224
m Default ™ Manual M Default M Manual
4000 Y 3500
§ 3500 g 3000
S 3000 § 2500
& 2500 £ 2000
= 2000 s
s E 1500
£ 1500 ‘@ 1000
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0 30cm 60cm 90cm
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FIGURE 10. Comparison between different distance accuracy thresholds
of translation task using default method and manual mode.
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FIGURE 11. Comparison of Both techniques (default and manual mode
switch method) with respect to distance accuracies in translation task.

Results showed significant difference between completion
times for different distances (F230= 27.17, p < 0.00). Total
time taken for each respective level of distances are given in
table 1 and are shown in figure 12. This result was different
from the result of the translation task in the previous user
study. This might be because of the reason that the difference
between each parameter was 30cm instead of 10cm, as was in
the previous study. Although both techniques did not have a
significant difference in completion times at each respective
distances (F230 = 1.104, p = 0.345), but their mean times
had different trends as shown in figure 13. Default method
meantime for all users was less than manual mode at 30cm
distance. However, manual mode had less meantime than the
default method at 60cm and 90cm. This trend was similar to
that of distance accuracy discussed above.

We analyzed subjective feedback of users by using
Wilcoxon test (see figure 14). There were no significant dif-
ferences between temporal demand (Z= —0.758, p=0.448),
performance (Z= —1.19, p=0.234), effort(Z= —1.925,
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FIGURE 12. Comparison between different distances of translation task
using default method and manual mode.
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FIGURE 13. Comparison of Both techniques (default and manual mode
switch method) with respect to distances in translation task.

p=0.054), frustration (Z= —0.879, p=0.38), perceived
speed (Z= —1.941, p=0.52) and perceived accuracy (Z=
—1.069, p=0.285). Howeyver, there were significant differ-
ences between mental demand (Z= -—2.069, p=0.039),
physical demand (Z= —3.0, p = 0.003) and arm fatigue
(Z= —3.110, p=0.002).

Subjective feedback results showed that both factors like
physical demand and arm fatigue were greater in the default
method than the manual switch mode because users got
tired using the default method. However, mental demand was
higher in manual switch mode because users had to remember
lots of buttons for each action. They got confused sometimes.

2) ROTATION TASK

The average time taken by all the users to complete the
rotation task with the default method was 6819ms and it was
6426ms with ProxyHand/StickHand manual switch mode
as shown in table 2. RM-ANOVA results showed that the
time difference of both techniques of rotation task was not
significant(Fy 15 = 2.259, p = 0.154). The average time taken
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FIGURE 14. Subjective feedback of participants over both default and manual mode techniques (from 1 - very low to 5 - very high) in

Translation task. Significant factors are denoted by * in the end.

TABLE 2. Time taken for different scenarios in Rotation task using both
techniques (Default and Manual switch mode) in milliseconds. The 1st
column represents the time taken considering all scenarios. Next three
columns represent three different levels of Angular Accuracies.

Method Overall 8°-AA 12°-AA 16 °-AA
Default 6819 7344 6631 6480
Manual 6426 6953 6684 5640
M Default ™ Manual
12000
10000

Time In Milliseconds

8000
6000
4000
2000
0

8 12° 16°

Angular Accuracy Thresholds

FIGURE 15. Comparison between different angular thresholds of rotation
task using default method and manual switch mode.

for switching between modes was 4ms. The reason behind
this small switch time was that users switched to ProxyHand
and then did not switch back to StickHand as only ProxyHand
was sufficient for this rotation task.

There was also a non-significant difference between three
different levels of angular accuracy i.e. 8, 12 and 16 degree
angular accuracies (F230 = 2.591, p = 0.092) as shown
in figure 15. This result was odd as compared to the angles
task of the previous user study. One reason could be that rota-
tional complexity was not controlled in the given scenarios

64094

which might have affected this result. However, there was
a significant difference between 8 degrees and 16 degrees
(p = 0.48).

For subjective feedback (see figure 16), there were no
significant differences between mental demand (Z= —0.513,
p=0.608), temporal demand (Z= —1.412, p=0.158), per-
formance (Z= —1.512, p=0.131), effort(Z= —1.209,
p=0.227), frustration (Z= —1.548, p=0.122), perceived
speed (Z= —0.264, p=0.792) and perceived accuracy
(Z= —0.832, p=0.405). However, there were significant
differences between physical demand (Z= —2.698, p =
0.007) and arm fatigue (Z= —2.796, p=0.005). These results
were similar to the translation task of this user study except
for mental demand. We believe that it was non-significant
because users did not switch mode from ProxyHand to Stick-
Hand for rotation. Thus the mental demand was low as they
did not need to remember which button was assigned for
switching mode.

3) HYBRID TASK

For the hybrid task, the mean of the total time taken for each
technique is shown in table 3. RM-ANOVA results showed
that the time difference for both techniques on the hybrid task
was not significant (Fy 15 = 0.747, p = 0.401). The average
time taken by each participant for switching between hands
in manual switch mode was 243ms.

There was a significant difference between different lev-
els of distance accuracies (Fj15 = 19.299, p = 0.001).
Participants took more time when higher distance accuracy
was required and less time for lower accuracy demand.
(see figure 17).
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FIGURE 16. Subjective feedback of participants for rotation task over both default and manual switch mode
technique (from 1 - very low to 5 - very high). Significant factors are denoted by * in the end.

TABLE 3. Time taken for different scenarios in the Hybrid task using both techniques (Default and manual switch mode) in milliseconds. The 1st column
represents the time taken considering all scenarios. Next two columns represent two different distance accuracies. Next two columns represent two
different levels of distances (D). Last two columns represent two levels of angular accuracies.

Method Overall lem-DA | 3cm-DA 30cm-D | 90cm-D 8°-AA | 16°-AA
Default 7314 8059 6570 7043 7585 8041 6587
Manual 7515 8139 6891 6831 8198 7866 7163
= Default ™ Manual M Default ™ Manual
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FIGURE 17. Comparison between different distance accuracy thresholds
of hybrid task using default method and manual switch mode.

There was a significant difference between different dis-
tances (F1,15 = 13.521, p = 0.002). Participants took more
time when the distance was large and less time when the
distance was small (see figure 18). There was also a signifi-
cant difference between different levels of angular accuracies
(F115 = 13.612, p = 0.002). Participants took more time
where angular accuracy demand was higher i.e. 8 degrees and
took less time when demand was lower i.e. 16 degrees (see
figure 19).

For this task, there were no significant differences
between temporal demand (Z= —1.29, p=0.197), perceived
speed (Z= —1.1897, p=0.058) and perceived accuracy
(Z= —0.796, p=0.426). There were significant differ-
ences between mental demand (Z= —2.684, p=0.007),
physical demand (Z= —2.517, p=0.012), performance
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FIGURE 18. Comparison between different distances of hybrid task using
default method and manual switch mode.

(Z= —2.309, p=0.021), effort(Z= —2.886, p=0.004), frus-
tration (Z= —2.375, p=0.018), arm fatigue
(Z= —2.632, p=0.008). Physical demand, effort, frustration
and arm fatigue were higher for the default method whereas
mental demand and performance were higher for Proxy-
Hand/StickHand manual switch mode. (see figure 20). This
difference in physical demand, effort, frustration and arm
fatigue was obvious because of the increased fatigue levels
of participants. However, users felt more mental demand in
ProxyHand/StickHand manual switch mode because they had
to switch again and again between two modes and it confused
them.

F. DISCUSSION
We summarized the questionnaire of all the users where we
asked them about the advantages, disadvantages of Default
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FIGURE 19. Comparison between different angular accuracies of hybrid
task using default method and manual switch mode.

Method, ProxyHand/StickHand and their preference. All the
participant agreed that the main advantage of the default
method is its natural way of interaction and they did not have
to learn lots of buttons. According to the participants, arm
fatigue was the most common disadvantage. Most partici-
pants agreed that ProxyHand had reduced the arm fatigue
and it was suitable for and rotation high accuracy tasks.
According to the participants, ProxyHand was not suitable
for long translations tasks and object manipulation across
whole around-body interaction space. All the participants
agreed that StickHand was very convenient for long trans-
lation tasks as it was efficient as compared to ProxyHand and
the default method. StickHand was not suitable for rotation
and accuracy tasks. Regarding preference, 13 of the partic-
ipants preferred the combination of ProxyHand and Stick-
Hand whereas, 2 preferred ProxyHand and only 1 participant
preferred the default method.

Following are some of the participants’ general comments:
“I would like to use default method for objects
which are too near to body, ProxyHand for rota-
tion and StickHand for long distance translation”

- Participant 3.

“I would prefer to use mixture all three methods” -

Farticipant 5.

“ProxyHand and StickHand definitely reduces arm

Fatigue. However, I would like to have simpler

method for switching modes as I got confused

because of lots of buttons.” - Participant 9.

“Proxy and StickHand are something I would use

for daily life because they have very low fatigue

levels in my opinion.” - Participant 11.

“I prefer to use ProxyHand only as I felt over-

whelmed during switching mode from StickHand to

ProxyHand or vice versa”, Participant 15

After careful analysis of the objective and subjective feed-

back of all the participants, we concluded that the combina-
tion of ProxyHand/StickHand with manual switch mode was
better than using only ProxyHand because StickHand satis-
fied all the shortcomings of ProxyHand. However, objective
feedback showed that users spent a lot of time switching the
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mode during task completion which wasted a considerable
amount of time. According to the subjective feedback of the
participants, mental demand was significantly higher than the
default method as there were so many controls that they had
to remember while performing the task. Participants were
overwhelmed because of remembering many controls and felt
confused sometimes while performing the task. This showed
the trade-off between Physical Demand and Mental Demand
i.e. in the default method, there was more physical demand
but less mental demand and in our technique, there is less
physical demand but more mental demand. This motivated
us to design the automatic mode switch between ProxyHand
and StickHand so that users do not need to remember the
controls and the mental demand problem for this combination
of ProxyHand/StickHand gets addressed.

V. AUTOMATIC SWITCH USING MACHINE LEARNING
After the comprehensive user study carried out in the previous
section, we came to know that the combination of ProxyHand
and StickHand by manual switch reduced the arm fatigue
as well as addressed the problems encountered in the user
study discussed in section 3. However, subjective feedback
of user study conducted in section 4 showed that mental
demand for ProxyHand/Stick hand manual switch was higher
than default method because participants had to remember
many controls while performing tasks. This reduction of arm
fatigue was at the cost of increased mental demand. To reduce
increased mental demand caused by the combination of Prox-
yHand/StickHand manual switch, we designed an automatic
switch for changing modes using machine learning.

A. DESIGN

There were many options for switching between ProxyHand
and StickHand from manual mode to automatic mode. After
careful consideration of all the available options, we opted to
use machine learning for this particular problem.

To use machine learning, we had to use the concept of
uncertain input i.e. initially the system is uncertain that the
user is using which hand (ProxyHand or StickHand). But
after a specific amount of time, it decides by examining the
user’s way of using controllers that if they are using Proxy-
Hand or StickHand. For this purpose, we showed ProxyHand
and StickHand together in a scene as shown in figure 21.
When the users set the offset using a laser pointer and grabbed
the object, the virtual hand got split into two hands (Proxy-
Hand and StickHand) and the object also got split into two,
one attached with ProxyHand and the other with StickHand.
After a specific amount of time, the user’s intention was
identified i.e. which hand the user was using and that hand
was retained whereas the other hand was hidden. Machine
learning was used for user’s intention classification.

B. TRAINING OF THE MODEL

Correctly predicting the user’s intention was a binary
classification problem, since there were only two virtual
hands, ProxyHand and StickHand. We chose to use logistic
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FIGURE 20. Subjective feedback of participants for the hybrid task over both default and manual switch mode technique (from 1 - very low to

5 - very high). Significant factors are denoted by * in the end.
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FIGURE 21. (a) User sets the offset using a laser. (b) Users grabs the objects using ProxyHand (c) Virtual hand splits into two i.e.
ProxyHand and StickHand. Object is also split into two objects. (d) After a specific amount of time, a decision is made using logistic
regression that the user is using ProxyHand or StickHand and the other hand disappears.

regression which is one of the widely used binary classifica-
tion model in machine learning. To train the model, we used
the position, rotation and other data of HMD and controllers
from manual switch mode during user study in section 4. The
data comprised of 16 participants and each participant did
the translation task on average of 1944ms for 45 scenarios,
rotation task on 6425ms for 15 scenarios and hybrid task on
average of 7515 for 40 scenarios. So the total data we had was
of 7751280ms ((1944ms x 40 + 6425ms x 15 + 7515ms x
45) x 16 participants). Since in current HMDs, one second
(1000ms) has 90 frames and 11.1ms roughly equals 1 frame.
So we had 7751280/11.1 = 698313 frames data.

The challenging part of this task was to choose the best
parameters for feeding into the logistic regression classifier.
From the data, we had X, Y, Z positions of controller and
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HMD and X, Y, Z rotations of controller and HMD of each
frame. As uncertain input design was used for automatic
switch mode, gaze data was also an important factor. Since
there were two hands in the starting scene of automatic
switch mode, users would be focusing and seeing the hand
which they want to use. Thus, we created two extra variables
named ProxyHand-seen and StickHand-seen. If users were
using ProxyHand in the user study conducted in section 4,
ProxyHand-seen was 1 for the frame in which ProxyHand
was in the middle of the sight of the user calculated by the
angle of HMD and 0 otherwise. For calculating StickHand-
seen if users were using ProxyHand, we calculated the arbi-
trary position of StickHand manually using equation 2 and
the position and rotation of the controller. StickHand-seen
was assigned 1 for the frame in which arbitrarily calculated
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StickHand was in the middle of the sight of the user calculated
by the angle of HMD and O otherwise. If users were using
StickHand, we calculated StickHand-seen and ProxyHand-
Seen by applying the same logic mentioned above in reverse.

Instead of using x, y, z positions and rotations of controllers
and HMD as it is, we decided to use only magnitudes of
change of position and rotation data of the controller along-
side ProxyHand-seen and StickHand-seen. We calculated
magnitudes of position and rotation of controller for each
frame as follows:

ARotation = \/(XV —xr")2 + (yr —yr'? + (zr — zr')?

APosition = [ (xp — xp)2 + Op — /P + (zp — 2p/)?

where ARotation is the total change of rotations of the con-
troller between current and previous frame, xr, yr and zr are
the x, y and z rotations of the controller of current frame
whereas xr’, yr’ and zr’ are the x, y and z rotations of the
controller of the previous frame. APosition is the total change
of positions of the controller between current and previous
frame, xp, yp and zp are the x, y and z positions of the
controller of the current frame whereas xp’, yp’, zp’ are the
x, y and z positions of the controller of the previous frame.

Now, there were 4 variables, ARotation, APosition,
ProxyHand-seen and StickHand-seen for each frame.
As mentioned above, current HMDs have 90 frames per sec-
ond. We needed to use as few frames as we could so that the
result was inferred as soon as possible to ensure a smooth user
experience. For this purpose, we tried using 10, 20, 30, 40,
50 and 60 frames. Instead of using all the frames individually,
we concatenated the data of all the frames into one single
row. Each row was treated as one training example. Each
training example had the following parameters: x1, x2, x3,
x4 and y, where x1, x2, x3, and x4 were input parameters
ARotation, APosition, ProxyHand-seen and StickHand-seen
respectively, and y was the output parameter i.e. Proxy-
Hand or StickHand.

After feeding data of 10 frames in Logistic Regression,
only 23% accuracy was achieved. For 20, 30, 40, 50 and
60 frames, accuracies of the model were 56%, 92%, 92%,
93% and 93% respectively. The possibility of using 10 and
20 frames was discarded as the accuracy obtained was
too low. Since there was no huge difference of accuracies
between 30 frames and 60 frames data and the time difference
was almost double i.e. for 30 frames around 333.3ms and
60 frames around 666.6ms, we decided to use 30 frames for
training the model. So that whenever the user grabs an object,
the first 30 frames will be used to decide which hand the user
wants to use.

We took 30 rows of ProxyHand data one by one, modified
them into one row and labelled them ProxyHand. We did
the same procedure for StickHand Data. Since we had a
total of 698314 frames, when we modified 30 frames into
1 frame, we got 23277 training examples where 14232 were
labelled as ProxyHand and 9045 were labelled as Stick-
Hand. So, m = 14232 where y = I(ProxyHand) and m
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TABLE 4. Confusion matrix of test set data after applying Logistic
Regression.

[ [[ StickHand-Predicted [ ProxyHand-Predicted |

StickHand-Actual 1537 259
ProxyHand-Actual 113 2746

= 9045 where y = 0(StickHand). For the training model,
we used the Scikit-Learn python tool. Firstly, we normalized
all the data since ARotation had values between 0 and 1350,
A Position had values between 0 and 1.2 and ProxyHand-
seen and StickHand-seen had values between 0 and 30. After
normalization of data, it was put into the logistic regression
model using the Scikit-Learn. Training data had 18622 input
examples chosen randomly whereas the rest 4655 examples
were used as test data. The total number of interactions, N
were 100000.

The confusion table (see table 4) shows all the correctly
identified StickHand and ProxyHand labels by model and
also shows the false positives and false negatives. The preci-
sion of the model was 91.3% and recall was 96%. Accuracy
was 92% and F1 score was 0.935 (93.5%). Weights for each
parameter which were extracted from the model were wl
= —542, w2 = 5.21, w3 = 5.299, w4 = —5.11 whereas
intercept was —0.03f. When the user grabbed the object, data
of the first 30 frames were collected and added together to
form 1 row with 4 parameters. We applied weights discussed
above to these parameters and intercepts in sigmoid function
(1/(1+e™) where x = x1xwl +x2%w2+x3%w3+x4xwd+
intercept). After applying all this, when the probability was
above 0.5, we assigned ProxyHand and StickHand otherwise.

VI. USER STUDY 2

The goal of this study was to compare the performance
between manual mode switch and automatic mode switch and
to observe if automatic mode switch reduced mental demand
as compared to manual mode switch.

A. PARTICIPANTS

For this study, we recruited sixteen participants from the cam-
pus (10 males and 6 females; aged 21-30 years, Mean= 24.5)
who had no prior knowledge or practice of the technique.
Their heights were from 162cm to 189m with an average
of 174cm. Their arm lengths were from 61cm to 86cm with
an average of 72cm. 11 participants were familiar with virtual
reality experiences and 5 of them had no or very little virtual
reality experience.

B. APPARATUS, DESIGN, AND PROCEDURE

For this user study, we used the same apparatus and tasks
which we used in the user study 1 (see section 4). For the
translation task, the total number of scenarios were: 2 tech-
niques x 3 distance accuracies x 3 distances x 5 no. of
trials = 90. The total number of scenarios in the hybrid task
were: 2 techniques x 2 distance accuracies x 2 distances x
2 angular accuracies x 5 number of trials = 80. The same
procedure which was adopted in the user study 1 was adopted
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FIGURE 22. Comparison of Both modes (manual and automatic mode)
with respect to distance accuracies in translation task.
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FIGURE 23. Comparison of Both modes (manual and automatic mode
switch) with respect to distance accuracies in translation task.

here. Since, there was no rotation task in this user study, for
one user, it took around 45-60 minutes for completing the
whole test.

C. RESULTS
For both of the tasks, translation and hybrid, there was no
significant effect of mode on completion time.

1) TRANSLATION TASK

The average time taken by all of the users to finish the
translation task with the manual switch was 2277 ms and with
the automatic switch, it was 2196 ms as shown in table 5.
Repeated Measures ANOVA results showed that the time
difference between both modes was not significant (Fj 15 =
1.053, p = 0.321). This indicated that the time taken for
completing the task with both modes was similar and the
performance of both modes was also similar.

There was a significant difference in completion times for
different distance accuracies (F230= 51.088, p < 0.0001).
Total time taken for each respective level of distance accuracy
is given in table 5 and shown in figure 22. This result was
consistent with the translation task of both user studies in
section 3 and section 4 of this work. The reason for this
significant difference was also the same that users spent more
time when accuracy demand was high and spent less time
when accuracy demand was low. Even though there was
no significant difference in completion times between both
modes at each respective distance accuracies (F»30= 0.103,
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FIGURE 24. Comparison between different distances of translation task
using manual mode and automatic mode.

p <.0903), the meantime of automatic mode for all users was
less at each level than manual mode as shown in figure 23.
The main reason for this trend can be that users spent a little
amount of time on switching the mode manually whereas,
in the automatic switch that time was saved.

There was a significant difference in completion times for
different levels of distances (F2 30=37.271, p<0.0001). Total
time taken for each respective distance is given in table 5 (see
figure 24). This result was consistent with the result of the
translation task of the user study in section 4. The reason for
the difference was the same that users took more time when
the distance was long and less time when the distance was
short.

Subjective feedback of participants was analyzed by using
the Wilcoxon test (see figure 25). There were no signifi-
cant differences between temporal Demand (Z= —-0.832,
p=0.405), arm Fatigue (Z= —1.134, p=0.257), perceived
Speed (Z= —1.633, p=0.102) and perceived Accuracy
(Z= —-0.577, p=0.564). However, there were significant
difference between mental demand (Z= —3.331, p=0.001),
physical demand (Z= —2.456, p = 0.014), performance
(Z= —2.598, p=0.009), effort (Z= —2.585, p=0.010) and
frustration (Z= —2.697, p=0.007). Mental demand, physical
demand, effort and frustration were higher for manual mode
than automatic mode whereas performance was lower in
manual mode than automatic mode. These results were the
evidence that the mental demand of users was brought down
using automatic mode and this affected physical demand,
effort, frustration and performance of users as well.

2) ROTATION TASK
The average time taken by all the users to complete the rota-
tion task with manual mode was 6084ms and it was 5928ms
with automatic mode as shown in table 6. RM-ANOVA
results showed that time difference of both techniques of
rotation task was not significant(F; 15 = 0.285, p = 0.602)
There was a significant difference between 3 different
levels of angular accuracy i.e. 8, 12 and 16 degree angular
accuracies (F230 = 5.601 p = 0.009) as shown in figure 26.
This result was obvious as participants took more time to
rotate and adjust when angular accuracy demand was higher
and took less time when it was lower.
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TABLE 5. Time taken for different scenarios in Translation Task using both modes (Manual and Automatic switch mode) in milliseconds. The 1st column
represents the time taken considering all scenarios. Next three columns represent three different levels of Distance Accuracies (DA). Last three columns

represent three different levels of Distances (D).

Method Overall lcm-DA | 2cm-DA | 3cm-DA 30cm-D | 60cm-D | 90cm-D
Manual 2277 3172 1911 1748 1935 2310 2587
Auto 2196 3072 1871 1644 1857 2312 2418
M Default Method ™ ProxyHand
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FIGURE 25. Subjective feedback of participants over both manual and automatic mode (from 1 - very low to 5 - very high) in translation task. Significant

factors are denoted by * in the end.

TABLE 6. Time taken for different scenarios in the Rotation task using
both modes (Manual and Automatic) in milliseconds. The 1st column
represents the time taken considering all scenarios. Next three columns
represent three different levels of Angular Accuracies (AA).

Method Overall 8°-AA | 12°-AA | 16°-AA
Manual 6088 6658 6327 5627
Automatic 5928 5952 5823 4509
B Manual ®Auto

10000

8000
6000
4000
2000
0

8" 12° 16°

Angular Accuracy Thresholds

Time In Milliseconds

FIGURE 26. Comparison between different angular thresholds of rotation
task using manual and automatic mode.

For subjective feedback (see figure 27), there were no sig-
nificant differences between mental demand
(Z= -0.879, p=0.380), physical demand(Z= —0.306,
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p=0.760), temporal demand (Z= —0.743, p=0.457), per-
formance (Z= —1.134, p=0.257), effort(Z= —1.508,
p=0.132), arm fatigue(Z= —0.570, p=0.569), perceived
speed (Z= —1.897, p=0.058) and perceived accuracy
(Z= —0.632, p=0.527). However, there was a significant
difference between frustration (Z= —2.565, p=0.01). Most
of these factors did not show significant differences as users
did not switch in manual mode as it only required rotation
and all the users switched to ProxyHand.

3) HYBRID TASK
For the hybrid task, the mean of the total time taken for each
mode is shown in table 7. Repeated Measures ANOVA results
showed that the time difference for both the techniques on the
hybrid task was not significant (Fy 15 = 0.083, p = 0.777).
Different levels of distance accuracies had a significant
difference in completion times (F; 15 = 17.073, p = 0.001).
The reason was the same that participants took more time
when distance accuracy demand was high and took less time
when the accuracy demand was low (see figure 28).
Different levels of distances had a significant difference in
completion times (Fj,15 = 16.447, p = 0.001). Reason was
the same that participants took more time when the distance
was large and less time when the distance was small (see
figure 29).
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TABLE 7. Time taken for different scenarios in the hybrid task using both modes (manual and automatic mode) in milliseconds. The 1st column
represents the time taken considering all scenarios. Next two columns represent two different distance accuracies (DA). Next two columns represent two
different levels of distances (D). Last two columns represent two levels of angular accuracies (AA).

Method Overall lcm-DA | 3cm-DA 30cm-D | 90cm-D 8°-AA | 16°-AA
Default 8275 8783 7768 7805 8745 8891 7660
Manual 8376 8830 7922 7806 8946 8982 7770
= Manual m Auto
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FIGURE 27. Subjective feedback of participants for the rotation task over both manual and automatic
modes (from 1 very low to 5 very high). Significant factors are denoted by * in the end.
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FIGURE 28. Comparison between different distance accuracy thresholds
of hybrid task using manual mode and automatic mode.
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FIGURE 29. Comparison between different distances of the hybrid task
using manual mode and automatic mode.

There was also a significant difference between dif-
ferent levels of angular accuracies (Fj 5 = 21.760, p <
0.0001). The reason behind it was also the same that
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FIGURE 30. Comparison between different angular accuracies of the
hybrid task using manual mode and automatic mode.

when angular accuracy demand was high i.e. 8-degrees,
participants took more time and when demand was lower
i.e. 16 degrees, they took less time to complete the task
(see figure 30).

For this task, there were no significant differences between
temporal demand (Z= —1.29, p=0.197), performance (Z=
—0.378, p=0.705), arm fatigue(Z= —1.0, p=0.317) and
perceived accuracy (Z= —0.0, p=1). There were significant
differences between mental demand (Z= —3.573, p<0.0001),
physical demand (Z= —3.051, p=0.002), effort(Z= —2.696,
p=0.009), frustration (Z= —2.586, p=0.01), and perceived
speed (Z= —2.653, p=0.008). Mental demand, physical
demand, effort, frustration were higher for manual mode
whereas mental demand and perceived was higher for auto-
matic mode. (see figure 31). The reason behind increased
mental demand, physical demand, effort and frustration was
that users had to remember more controls in manual mode
which made them confused.
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FIGURE 31. Subjective feedback of participants for the hybrid task over both manual mode and automatic
mode (from 1 very low to 5 very high). Significant factors are denoted by * in the end.

D. DISCUSSION

At the end of the user study, we summarized the questionnaire
which was given at the end of all tasks to participants in
which we asked them about the advantages and disadvan-
tages of both manual mode and automatic mode. About the
advantages of manual mode, the majority of participants said
that the hands were always changed according to their needs
as they had full control of the switch. Because in automatic
mode, sometimes the wrong mode was selected and it was
irritating for them. About disadvantages, they said that they
felt overwhelmed because of remembering so many controls.
They forgot to switch mode sometimes or pressed the wrong
button and got frustrated eventually. According to partici-
pants, the advantages of the automatic mode were that it was
efficient and they did not have to remember controls as it
switched modes automatically. About the disadvantages of
automatic mode, they reported that two hands and objects
were a distraction at the start. However, they got used to it
after some practice. About 15 of them preferred automatic
mode whereas only 1 preferred manual mode.

Following are some of their general comments:

“Automatic mode is way better than manual mode
in a sense that I don’t feel frustrated because of
remembering so many controls as in case of manual
mode.” - Participant 2.

“Automatic mode was little distracting in start as
two hands confused. But after sometime I got used
to of it. I prefer automatic mode over manual mode
anyday.” - Participant 7.

“I would like to see combination of automatic and
manual mode as even though I prefer auto mode,
I would like to use manual mode as well.” - Partic-
ipant 8.
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“I am truly amazed to see how well automatic
mode recognises my intentions. It just recognized
wrongly only once for me.” - Participant 12.

Assessment of objective and subjective feedback of users
indicated that automatic mode provides equal performance
to manual mode in terms of task completion time. However,
it significantly reduced mental demand as compared to man-
ual mode and thus also decreased frustration. It was observed
that automatic mode misjudged the intentions of participants
a few times but still, they were happy to use automatic mode
over manual mode. An automatic switch, thus, was the better
solution for combining both ProxyHand and StickHand than
a manual switch.

VIl. CONCLUSION AND FUTURE WORK

The arm fatigue problem, famously known as ““Gorilla Arm™,
is a huge problem for user experience in virtual environments.
In this work, users can set their customizable 3D offset. Users
can do all tasks while keeping their arms in rest posture (arms
vertically down). Now they can even do tasks in such regions
while keeping their arms in rest posture where they would
have needed to stretch their arms at or above shoulder level
using the default interaction mechanism. Users got used to
ProxyHand and StickHand by minimal training. This work
proves that the combination of ProxyHand and StickHand is
an optimal solution to arm fatigue problem in VR. This work
considerably reduces the fatigue levels of arms during the
interaction. The performance of this work for doing tasks in
VR is the same as the performance of the default method. This
technique is mostly applicable where users have to interact in
VR continuously for long time.

The main objective of this work was to analyze if arm
fatigue while interaction in virtual reality can be reduced
while maintaining the same performance as compared to
the default method. After a series of different user stud-
ies and various comparisons between the default method,
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ProxyHand, StickHand, a combination of ProxyHand and
StickHand using a manual switch and using an automatic
switch, it can be inferred that this work tremendously
decreases arm fatigue levels while providing similar perfor-
mance to the default method.

The validity of all user studies’ designs can be examined
by checking the results of these user studies. Results of all
tasks were following Fitt’s law that is when the distance was
large, users took more time to complete the task and took less
time when the distance was small. Users took more time when
the requirement of distance accuracy was high and less time
when it was low. Moreover, Fitt’s law was not just holding
for linear tasks, but it was also holding on to the angular task
i.e. users took more time when more angular accuracy was
required and took less time when less angular accuracy was
needed.

This work has few areas where we see opportunities for
future work. The accuracy of the model used in automatic
mode can be increased using different parameters or using
more complex models. The two hands shown in automatic
mode at the start confuse users a little bit. This can be
improved by carefully transitioning the modes by making
hands equally transparent at first and then changing their
transparencies gradually as probabilities of both hands, Prox-
yHand and StickHand, changes. One of the positive unex-
pected outcomes of this work was that it can manipulate
objects which were beyond the reach of users. Thus this
technique can also be used to manipulate distant objects and
in future, works can be done to compare the performance of
this work with the work which is specifically designed for
manipulating distant objects like Go-Go techniques [8] etc.

So, this work concludes that ProxyHand and StickHand are
great alternatives for reducing Arm fatigue in virtual reality
while offering equal performance to the default interaction
method. This claim is supported by the extensive series of
user studies.
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